DOE Planning Worksheet Information
Writing the Objective of the experiment is usually harder than it appears:
· Objectives should be unbiased, specific, measurable and of practical consequence.  
· To be unbiased, the experimenters must encourage participation by knowledgeable and interested people with diverse perspectives.  It is all too easy to design a very narrow experiment to “prove” a pet theory.  
· To be specific and measurable the objectives should be detailed enough and stated so that it is clear when they have been met.  
· To be of practical consequence, there should be something that will be done differently as a result of the experiment, such as a new set of operating conditions for the process, a new material source, or perhaps a new experiment will be conducted.  
· All interested parties should agree that the proper objectives have been set.
Relevant Background should contain information from previous experiments:
· Observational data that may have been collected routinely by:
· [bookmark: _GoBack]Process operating personnel
· Field quality or reliability data
· Knowledge based on physical laws or theories
· Expert opinion
Response Variables come to mind easily for most experimenters:
· When there is a choice, one should select continuous responses
· Generally binary and ordinal data carry much less information
· Continuous responses measured on a well-defined numerical scale are typically easier to analyze
· There are many situations where a count of defectives, a proportion, or even a subjective ranking must be used as a response.
· Measurement precision is an important aspect of selecting the response variables in an experiment.  
· Insuring that the measurement process is in a state of statistical control is highly desirable.  
· That is, ideally there is a well-established system of insuring both accuracy and precision of the measurement methods to be used.  
· The amount of error in measurement imparted by the gauges used should be understood.  
· If the gauge error is large relative to the change in the response variable that is important to detect, then the experimenter will want to know this before conducting the experiment.  
· Sometimes repeat measurements can be made on each experimental unit or test specimen to reduce the impact of measurement error.  For example, when measuring the number average molecular weight of a polymer with a gel permeation chromatograph  (GPC) each sample can be tested several times and the average of those molecular weight reading reported as the observation for that sample.  
· When measurement precision is unacceptable, a measurement systems capability study may be performed to attempt to improve the system.  
Design Factors come to mind easily and most experimenters can generate a list of candidate design factors to be studied in the experiment.  
· Coleman and Montgomery call these control variables.   We often call them controllable variables, design factors, or process variables in the text.  
· Control variables can be continuous or categorical (discrete).  
· The ability of the experimenters to measure and set these factors is important.  Generally, small errors in the ability to set, hold or measure the levels of control variables are of relatively little consequence.  
· Sometimes when the measurement or setting error is large, a numerical control variable such as temperature will have to be treated as a categorical control variable (low or high temperature).  
Held-Constant Factors are control variables whose effects are not of interest in this experiment.  
· The worksheets can force meaningful discussion about which factors are adequately controlled, and if any potentially important factors (for purposes of the present experiment) have inadvertently been held constant when they should have been included as control variables.  
· Sometimes subject-matter experts will elect to hold too many factors constant and as a result fail to identify useful new information.  
· Often this information is in the form of interactions among process variables.
Nuisance Factors are variables that probably have some effect on the response, but which are of little or no interest to the experimenter.  
· They differ from held-constant factors in that they either cannot be held entirely constant, or they cannot be controlled at all.  
· For example, if two lots of forgings were required to run the experiment, then the potential lot-to-lot differences in the material would be a nuisance variable than could not be held entirely constant.
· In a chemical process we often cannot control the viscosity (say) of the incoming material feed stream—it may vary almost continuously over time.  In these cases, nuisance variables must be considered in either the design or the analysis of the experiment.
· If a nuisance variable can be controlled, then we can use a design technique called Blocking to eliminate its effect.
· If the nuisance variable cannot be controlled but it can be measured, then we can reduce its effect by an analysis technique called the Analysis of Covariance
Interaction Sheets were first used by Coleman and Montgomery to introduce the concept of interactions to experimenters.
· Interactions among process variables is not an intuitive one, even to well-trained engineers and scientists. 
· Now it is clearly unrealistic to think that the experimenters can identify all of the important interactions at the outset of the planning process.
· In most situations, the experimenters really don’t know which main effects are likely to be important, so asking them to make decisions about interactions is impractical.
· However, sometimes the statistically-trained team members can use this as an opportunity to teach others about the interaction phenomena.  When more is known about the process, it might be possible to use the worksheet to motivate questions such as “are there certain interactions that must be estimated?” 
Two final points: 
· First, an experimenter without a coordinator will probably fail.  Furthermore, if something can go wrong, it probably will, so the coordinator will actually have a significant responsibility on checking to ensure that the experiment is being conducted as planned.
· Second, concerning trial runs, this is often a very good idea—particularly if this is the first in a series of experiments, or if the experiment has high significance or impact.
· A trial run can consist of a center point in a factorial or a small part of the experiment—perhaps one of the blocks.  
· Since many experiments often involve people and machines doing something they have not done before, practice is a good idea.
· Another reason for trial runs is that we can use them to get an estimate of the magnitude of experimental error.
· If the experimental error is much larger than anticipated, then this may indicate the need for redesigning a significant part of the experiment.
· Trial runs are also a good opportunity to ensure that measurement and data-acquisition or collection systems are operating as anticipated.
· Most experimenters never regret performing trial runs.


