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FOREWORD

This Reference Manual was prepared by the quality and supplier assessment staffs at Chrysler, Ford and
General Motors, working under the auspices of the Automotive Division of the American Society for Quality
Control Supplier Quality Requirements Task Force, in collaboration with the Automotive Industry Action
Group.

The ASQC/ATAG Task Force charter is to standardize the reference manuals, reporting formats and
technical nomenclature used by Chrysler, Ford and General Motors in their respective supplier assessment
systems: Supplier Quality Assurance, Total Quality Excellence and Targets for Excellence. Accordingly, this
Reference Manual can be used by any supplier to develop information responding to the requirements of
either Chrysler’s, Ford’s or General Motors’ supplier assessment systems,

Until now, there has been no unified formal approach in the automotive industry on statistical process
control. Certain manufacturers provided methods for their suppliers, while others had no specific
requirements. In an effort to simplify and minimize variation in supplier quality requirements, Chrysler,
Ford, and General Motors agreed to develop and, through AIAG, distribute this manual. The work team
responsible for the Manual’s content was led by Leonard A. Brown of General Motors.

The manual should be considered an introduction to statistical process control, It is not intended to limit
evolution of statistical methods suited to particular processes or commodities nor is it intended to be

comprehensive of all SPC techniques. Questions on the use of alternate methods should be referred to your
customer’s quality activity.

The Task Force gratefully acknowledges: the senior leadership and commitment of Vice Presidents Thomas
T. Stallkamp at Chrysler, Clinton D. Lauer at Ford, and Donald A. Pais at General Motors; the technical
competence and hard work of their quality and supplier assessment teams; and the invaluable contributions
of the Automotive Industry Action Group (under AIAG Executive Director J oseph R. Phelan) in the
development, production and distribution of this Reference manual.

We also wish to thank the ASQC reading team led by Tripp Martin of Peterson Spring, who reviewed the
Manual and in the process made valuable contributions to intent and content.

Bruce W. Pince

Task Force Coordinator
Sandy Corporation
Troy, Michigan
December, 1991

This Manual is copyrighted by A.IA.G., all rights reserved, 1991, Additional copies can be ordered from

A.LA.G., and/or permission to copy portions of the Manual for use within supplier organizations may be
obtained from A.L.A.G. at (313) 358-3570.
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Chapter I
INTRODUCTION TO CONTINUAL
IMPROVEMENT AND STATISTICAL
PROCESS CONTROL

To prosper in today's economic climate, we — automotive manufacturers, suppliers and dealer organiza-
tions — must be dedicated to continual improvement. We must constantly seek more efficient ways to pro-
duce products and services. These products and services must continue to improve in value. We must focus
upon our customers, both internal and external, and make customer satisfaction a primary business goal.

To accomplish this, everyone in our organizations must be committed to improvement and to the use of
effective methods. This manual addresses some of the needs in the second area. It describes several basic
statistical methods which can be used to make our efforts at improvement more effective. Different levels of
understanding are needed to perform different tasks. This manual is aimed at practitioners and managers
beginning the application of statistical methods. It will also serve as a refresher on these basic methods for
those who are now using more advanced techniques. Not all basic methods are included here. Coverage of
other basic methods (such as checksheets, flowcharts, Pareto charts, cause and effect diagrams) and some
advanced methods (such as other control charts, designed experiments, Quality Function Deployment, etc.)
is available in books and booklets such as those referenced in Appendix H.

The basic statistical methods addressed in this book include those associated with statistical process control
and process capability analysis. The first chapter of this manual gives some background of process control,
explains several important concepts such as special and common causes of variation, and introduces the
control chart which can be a very effective tool for analyzing and monitoring processes. The second chapter
describes the construction and use of control charts for variables data (quantitative data, or measurements):
X-bar and R charts, X-bar and s charts, median charts, and X-MR (individuals and moving range) charts. It
also describes the concept of process capability and discusses commonly used indices and ratios. The third
chapter describes several control charts for attributes data (qualitative data, or counts): the p chart, np
chart, ¢ chart and u chart. The fourth chapter addresses the subject of measurement systems analysis and
presents an appropriate example. The Appendices include examples of subgrouping and overadjustment, a
flow chart on the use of control charts, a table of constants and formulas, the standard normal distribution,
and reproducible copies of blank chart forms. A Glossary gives brief explanations of terms and symbols used
and the References section provides the reader with sources for further study.

Six points should be made before the main discussion begins:

First, gathering data and using statistical methods to interpret them are not ends in themselves. The overall
aim should be increased understanding of the reader’s processes. It is very easy to become technique experts
without realizing any improvements. Increased knowledge should become a basis for action.

Second, the basic concept of studying variation and using statistical signals to improve performance can be
applied to any area. Such areas can be on the shop floor or in the office. Some examples are machines (per-
formance characteristics), bookkeeping (error rates), gross sales, waste analysis (scrap rates), computer sys-
tems (performance characteristics) and materials management (transit times). This manual focuses upon
shop floor applications. The reader is encouraged to consult some of the references in Appendix H for admin-
istrative and service applications.
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Third, SPC stands for statistical process control. It is unfortunate that in North America statistical methods
are so routinely applied to parts, rather than processes. Application of statistical techniques to control out-
put (such as parts) should be only the first step. Until the processes which generate the output become the
focus of our efforts, the full power of these methods to improve quality, increase productivity and reduce cost
cannot be realized.

Fourth, although each point in the text is illustrated with a worked-out example, real understanding of the
subject involves deeper contact with process control situations. The study of actual cases from the reader’s
own job location or from similar activities would be an important supplement to the text. There is, however,
no substitute for hands-on experience with current process information.

Fifth, this manual should be considered a first step toward the use of statistical methods. It provides rules of
thumb which work in many instances. However, there exist exceptions where it is improper to blindly use
these rules of thumb. This manual does not replace the need for practitioners to increase their knowledge of
statistical methods and theory. Readers are encouraged to pursue formal statistical education, Where the
reader’s processes and application of statistical methods has advanced beyond the material covered here,
the readeris also encouraged to consult with persons who have the proper knowledge and practice in statisti-
cal theory as to the appropriateness of other techniques.

Sixth, measurement systems are critical to proper data analysis and they should be well understood before
process data are collected. When such systems lack statistical control or their variation accounts for a sub-
stantial portion of the total variation in process data, inappropriate decisions may be made. For the purposes
of this manual, it will be assumed that this system is under control and is not a significant contributor to total
variation in the data. The reader is referred to the Measurement Systems Analys:s (MSA) Manual published
by the ATAG for more information on this topic.
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Detection — Tolerates Waste

Prevention — Avoids Waste
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. INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL

Section 1
PREVENTION VERSUS DETECTION

In the past, manufacturing often depended on production to make the product and on quality control to
inspect the final product and screen out items not meeting specifications. In administrative situations, work
i1s often checked and rechecked in efforts to catch errors. Both cases involve a strategy of detection, which is

wasteful, because it allows time and materials to be invested in products or services that are not always us-
able.

It is much more effective to avoid waste by not producing unusable output in the first place — a strategy of

prevention.
A prevention strategy sounds sensible — even obvious — to most people. It is easily captured in such slogans
as, “Do it right the first time.” However, slogans are not enough. What is required is an understanding of the
elements of a statistical process control system, The remaining seven subsections of this introduction cover
these elements, and can be viewed as answers to the following questions:

® What is meant by a process control system? (Section 2)

® How does variation affect process output? (Section 3)

® How can statistical techniques tell whether a problem is local in nature or involves broader systems?
(Section 4)

® What is meant by a process being in statistical control? What is meant by a process being capable?
(Section 5)

® What is a continual improvement cycle, and what part can process control play in it? (Section 6)
® What are control charts, and how are they used? (Section 7)
® What benefits can be expected from using control charts? (Section 8)

As this material is being studied, the reader may wish to refer to the Glossary in Appendix G for brief defini-
tions of key terms and symbols.
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Figure 1. A Process Control System
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I.  INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL

Section 2
A PROCESS CONTROL SYSTEM

A process control system can be described as a feedback system. Statistical Process Control (SPC) is one
type of feedback system. Other such systems, which are not statistical, also exist. Four elements of that
system are important to the discussions that will follow:

1.

The Process — By the process, we mean the whole combination of suppliers, producers, people,
equipment, input materials, methods, and environment that work together to produce output, and
the customers who use that output (see Figure 1). The total performance of the process depends
upon communication between supplier and customer, the way the process is designed and imple-
mented, and on the way it is operated and managed. The rest of the process control system is useful
only if it contributes either to maintaining a level of excellence or to improving the total perform-
ance of the process.

Information About Performance — Much information about, the actual performance of the
process can be learned by studying the process output. The most helpful information about the
performance of a process comes, however, from understanding the process itself, and its internal
variability. Process characteristics (such as temperatures, cycle times; feed rates, absenteeism,
turnover, tardiness, or number of interruptions) should be the ultimate focus of our efforts. We
need to determine the target values for those characteristics which result in the most productive
operation of the process, and then monitor how near to or far from those target values we are, If
this information is gathered and interpreted correctly, it can show whether the processis acting in
a usual or unusual manner. Proper actions can then be taken, if needed, to correct the process or
the just-produced output. When action is needed it must be timely and appropriate, or the infor-
mation-gathering effort is wasted.

Action on the Process — Action on the process is frequently most economical when taken to
prevent the important characteristics (process or output) from varying too far from their target
values. This maintains the stability and the variation of the process output within acceptable lim-
its. Such action might consist of changes in the operations (e.g., operator training, changes to the
incoming materials, etc.) or the more basic elements of the process itself (e.g., the equipment —
which may need rehabilitation, how people communicate and relate, or the design of the process as
a whole — which may be vulnerable to changes in shop temperature or humidity). The effect of
actions should be monitored, and further analysis and action should be taken if necessary.

Action on the Qutput — Action on the output is frequently least economical when it is restricted

ing and correcting out-of-specification product without addressing the underlying proc-
ess problem. Unfortunately, if current output does not consistently meet customer requirements,
it may be necessary to sort all products and to scrap or rework any nonconforming items. This
must continue until the necessary corrective action on the process has been taken and verified, or
until the product specifications have been changed.

It is obvious that inspection followed by action only on the output is a poor substitute for effective process
management. Action only on the output should be used strictly as an interim measure for unstable or incapa-
ble processes (see Section 5). Therefore, the discussions that follow focus on gathering process information
and analyzing it so that action can be taken to correct the process itself.
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I INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL

Section 3
VARIATION: COMMON AND SPECIAL CAUSES

In order to effectively use process control measurement data, it is important to understand the concept of
variation, as illustrated in Figure 2.

No two products or characteristics are exactly alike, because any process contains many sources of variabil-
ity. The differences among products may be large, or they may be immeasurably small, but they are always
present. The diameter of a machined shaft, for instance, would be susceptible to potential variation from the
machine (clearances, bearing wear), tool (strength, rate of wear), material (diameter, hardness), operator
(part feed, accuracy of centering), maintenance (lubrication, replacement of worn parts), and environment
(temperature, constancy of power supply). For another example, the time required to process an invoice
could vary according to the people performing various steps, the reliability of any equipment they were us-

ing, the accuracy and legibility of the invoice itself, the procedures followed, and the volume of other work in
the office,

Some sources of variation in the process cause short-term, piece-to-piece differences — e.g., backlash and
clearances within a machine and its fixturing, or the accuracy of a bookkeeper’s work. Other sources of vari-
ation tend to cause changes in the output only over a longer period of time, either gradually as with tool or
machine wear, step-wise as with procedural changes, or irregularly, as with environmental changes such as
power surges. Therefore, the time period and conditions over which measurements are made will affect the
amount of the total variation that will be present.

From the standpoint of minimum requirements, the issue of variation is often simplified: parts within speci-
fication tolerances are acceptable, parts beyond specification tolerances are not acceptable; reports on time
are acceptable, late reports are not acceptable. However, to manage any process and reduce variation, the

variation must be traced back to its sources. The first step is to make the distinction between common and
special causes of variation.

While individual measured values may all be different, as a group they tend to form a pattern that can be
described as a distribution (see Figure 2). This distribution can be characterized by:

® Location (typical value)
® Spread (span of values from smallest to largest)
® Shape (the pattern of variation — whether it is symmetrical, skewed, etc.)

Common causes refer to the many sources of variation within a process that has a stable and repeatable
distribution over time. This is called “in a state of statistical control,” “in statistical control,” or sometimes
just “in control.” Common causes behave like a stable system of chance causes. If only common causes of

variation are present and do not change, the output of a process is predictable,

Special causes (often called assignable causes) refer to any factors causing variation that are not always act-
ing on the process. That is, when they occur, they make the (overall) process distribution change. Unless all
the special causes of variation are identified and acted upon, they will continue to affect the process output in
unpredictable ways. If special causes of variation are present, the process output is not stable over time.

The changes in the process distribution due to special causes can either be detrimental or beneficial. When
detrimental, they need to be identified and removed. When beneficial, they should be identified and made a
permanent part of the process. With some mature processes (i.e., processes which have undergone several
cycles of continual improvement), the customer may give special allowance to run a process with a consis-
tently occurring special cause. Such allowances will usually require that the process control plans can assure
conformance to customer requirements and protect the process from other special causes (See Section 5).

—9-



LOCAL ACTIONS AND ACTIONS ON THE SYSTEM

Local Actions

e Are usually required to eliminate special causes of variation
e Can usually be taken by people close to the process

e Can correct typically about 15% of process problems

Actions on the System

e Are usually required to reduce the variation due to common causes
e Almost always require management action for correction

e Are needed to correct typically about 85% of process problems
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Section 4
LOCAL ACTIONS AND ACTIONS ON THE SYSTEM

There is an important connection between the two types of variation just discussed and the types of action
necessary to reduce them.*

Simple statistical process control techniques can detect special causes of variation. Discovering a special
cause of variation and taking the proper action is usually the responsibility of someone who is directly con-
nected with the operation. Although management must sometimes be involved to correct the condition, the
resolution of a special cause of variation usually requires local action. This is especially true during the early
process improvement efforts. As one succeeds in taking the proper action on special causes, those that re-
main will often require management action, rather than local action.

These same simple statistical techniques can also indicate the extent of common causes of variation, but the
causes themselves need more detailed analysis to isolate. The correction of these common causes of vari-
ation is usually the responsibility of management. Sometimes people directly connected with the operation
will be in a better position to identify them and pass them on to management for action. Overall, though, the
resolution of common causes of variation usually requires action on the system.

Only a relatively small proportion of excessive process variation — industrial experience suggests about 15%
— is correctable locally by people directly connected with the operation. The majority — the other 85% — is
correctable only by management action on the system. Confusion about the type of action to take is very
costly to the organization, in terms of wasted effort, delayed resolution of trouble, and aggravated problems.
It may be wrong, for example, to take local action (e.g., adjusting a machine) when management action on the
system is required (e.g., selecting suppliers that provide consistent input materials).** Nevertheless, close
teamwork between management and those persons directly connected with the operation is a must for en-
hancing reduction of common causes of process variation.

*

Dr. W. E. Deming has treated this issue in “What Happened in Japan?,” Indygtrial lit trol,
Vol. 24, No. 3, August, 1967, pages 89-93, and in other articles.

** These observations were first made by Dr. J. M. Juran, and have been borne out in Dr. Deming’s expe-
rience.

-11-
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Section 5
PROCESS CONTROL AND PROCESS CAPABILITY

The goal of a process control system is to make economically sound decisions about actions affecting the
process. This means balancing the consequences of taking action when action is not necessary (overcontrol
or “tampering”) versus failing to take action when action is necessary (undercontrol). These risks must be
handled, however, in the context of the two sources of variation previously mentioned — special causes and
common causes. (See Figure 3.)

A process is said to be operating in statistical control when the only sources of variation are from common
causes. One function of a process control system, then, is to provide a statistical signal when special causes of
variation are present, and to avoid giving false signals when they are not present. This allows appropriate

action(s) to be taken upon those special causes (either removing them or, if they are beneficial, making them
permanent).

When discussing process capability, two somewhat contrasting concepts need to be considered:

® Process capability is determined by the variation that comes from common causes. Tt generally rep-
resents the best performance (i.e., minimum spread) of the process itself, as demonstrated when the
process is being operated in a state of statistical control while the data are being collected, irrespec-
tive of where the specifications may be with respect to the process location and/or spread. .

® Customers, however, internal or external, are more typically concerned with the overall output of
the process and how it relates to their requirements (defined as specifications), irrespective of the
process variation.

In general, since a process in statistical control can be described by a predictable distribution, the proportion
of in-specification parts can be estimated from this distribution. As long as the process remains in statistical
control and does not undergo a change in location, spread or shape, it will continue to produce the same
distribution of in-specification parts. The first action on the process should be to locate the process on the
target. If the process spread is unacceptable, this strategy allows the minimum number of out—of-specifica-
tion parts to be produced. Actions on the system to reduce the variation from common causes are usually
required to improve the ability of the process (and its output) to meet specifications consistently. For a more
specific understanding of the subject of process capability, process performance and the assumptions associ-
ated with it, refer to Chapter II, Section 5.

Inshort: the process must first be brought into statistical control by detecting and acting upon special causes
of variation. Then its performance is predictable, and its capability to meet customer expectations can be
assessed. This is a basis for continual improvement.

Every process is subject to classification based on capability and control. A process can be classified into 1 of
4 cases, as illustrated by the following chart:

CONTROL
IN NOT IN
MEETING REQUIREMENTS CONTROL CONTROL
ACCEPTABLE CASE 1 CASE 3
NOT ACCEPTABLE CASE 2 CASE 4
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. INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL
Section 5. Process Control and Process Capability (Cont.)

To be acceptable, the process must be in a state of statistical control and the inherent variation (capability)
must be less than blueprint tolerance. The ideal situation is to have a Case 1 process where the process is in
statistical control and the ability to meet requirements is acceptable. A Case 2 process is in control but has
excessive common cause variation which must be reduced. A Case 3 process meets requirements acceptably,
but is not in control; special causes of variation must be identified and acted upon. In Case 4, the process is
not in control nor is it acceptable; both common and special cause variation must be reduced.

Under certain circumstances, the customer may allow a producer to run a process even though it is a Case 3
process. These circumstances may include:

e The customer is insensitive to variation within specifications (See discussion on the loss function in
Chapter II, Section 5).

® The economics involved in acting upon the special cause exceed the benefit to any and all customers.
Economically allowable special causes may include tool wear, tool regrind, cyclical (seasonal) vari-
ation, etc.

® The special cause has been identified and has been documented as consistent and predictable.
In these situations, the following may be required by the customer:
® The process is mature; i.e., the process has undergone several cycles of continual improvement.

e The special cause to be allowed has been shown to act in a consistent manner over a known period of
time.

® A process control plan is in effect which will assure conformance to specification of all process out-
put and protection from other special causes or inconsistency in the allowed special cause.

The accepted practice in the automotive industry is to calculate capability only after a process has been dem-
onstrated to be in a state of statistical control. Capability is used as a basis for prediction of how the process
will perform using statistical data gathered from a process. There is little value in making predictions based
on data collected from a process that is not stable and repeatable over time. Special causes are responsible
for changes in the shape, spread, or location of a process distribution, and thus can rapidly invalidate capabil-
ity prediction. The various capability indices and ratios are based, among other things, on the requirement
that data used to calculate them are gathered from processes that are in a state of statistical control.

Capability indices can be divided into two categories: short-term and long-term. Short-term capability
studies are based on measurements collected from one operating run. The data are analyzed with a control
chart for evidence that the process is operating in a state of statistical control. If no special causes are found,
a short-term capability index can be calculated. If the process is not in control, action regarding the special
cause(s) of variation will be required, This type of study is often used to validate the initial parts produced
from a process for customer submission. Another use, sometimes called a machine capability study, is to
validate that a new or modified process actually performs within the engineering parameters.

When a process has been found to be stable and capable of meeting requirements in the short term, a differ-
ent kind of study is subsequently performed. Long-term capability studies consist of measurements which
are collected over a longer period of time. The data should be collected for long enough, and in such a way, as
to include all expected sources of variation. Many of these sources of variation may not have been observed
in the short-term study. When sufficient data have been collected, the data are plotted on a control chart,
and if no special causes are found, long-term capability and performance indices can be calculated. One use
for this study is to describe the ability of the process to satisfy customer requirements over long periods of
time with many possible sources of variation included ~ i.e., to quantify process performance.
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I INTRODUCTION TO CQNTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL
Section 5. Process Control and Process Capability (Cont.)

Several different indices have been developed because 1) no single index can be universally applied to all
processes, and 2) no given process can be completely described by a single index. For example, it is recom-
mended that C, and C,; both be used (see Chapter II, Section 5), and further that they be combined with
graphical techniques to better understand the relationship between the estimated distribution and the
specification limits. In one sense, this amounts to comparing (and trying to align) the “voice of the process”
with the “voice of the customer” (see also Reference 22).

All indices have weaknesses and can be misleading. Any inferences drawn from computed indices should be
driven by appropriate interpretation of the data from which the indices were computed.

Automotive companies have set requirements for process capability. It is the reader’s responsibility to com-
municate with their customer and determine which indices to use, In some cases, it might be best to use no
index at all. It is important to remember that most capability indices include the product specification in the
formula. If the specification is inappropriate, or not based upon customer requirements, much time and ef-
fort may be wasted in trying to force the process to conform. Section 5 of Chapter II deals with selected
capability and performance indices and contains advice on the application of those indices.
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STAGES OF THE CONTINUAL PROCESS IMPROVEMENT CYCLE

1. ANALYZE THE PROCESS 2. MAINTAIN THE PROCESS
« What should the « Monitor process
process be doing? performance.

» What can go wrong?

= What is the process
doing? :

= Achieve a state of PLAN DO
statistical control.

= Determine capability.

« Detect special cause
variation and act upon it.

ACT STUDY

3. IMPROVE THE PROCESS

STUDY « Change the process to better
understand common cause variation.
« Reduce the common cause variation.

Figure 4. The Process Improvement Cycle
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I. INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL

Section 6

THE PROCESS IMPROVEMENT CYCLE AND PROCESS CONTROL

In applying the concept of continual improvement to processes, there is a three stage cycle which can be
useful (see Figure 4). Every process subject to improvement can be located somewhere in this cycle.

1. Analyze the Process

A basic understanding of the process is a must when considering process improvement. Among the questions
to be answered in order to achieve a better understanding of the process are:

® What should the process be doing?
e What can go wrong?
— What can vary in this process?

— What do we already know about this process’s variability?

~ What parameters are most sensitive to variation?

® What is the process doing?

Is this process producing scrap or output which requires rework?

Does this process produce an output which is in a state of statistical control?

{

Is the process capable?

!

Is the process reliable?

Many techniques may be applied to gain a better understanding of the process, such as group meetings, con-
sultation with people who develop or operate the process (“subject matter experts”), review of the process’s
history or construction of a Failure Modes and Effects Analysis (FMEA). Control charts explained in this
manual are powerful tools that should be used. These simple statistical methods help differentiate between
common and special causes of variation. The special causes of variation must be addressed. When a state of
statistical control has been reached, a capability index may be computed to assist in assessing the process’s
current level of long-term capability.

2. Maintain (Contrgl) the Process

Once a better understanding of the process has been achieved, the process must be maintained at an appro-
priate level of capability. Processes are dynamic and will change. The performance of the process must be
monitored so effective measures to prevent undesirable change can be taken. Desirable change also must be
understood and institutionalized. Again, the simple statistical methods explained in this manual can assist
you. Construction and use of control charts and other tools will allow for efficient monitoring of the process.
When the tool used signals that the process has changed, quick and efficient measures can be taken to isolate
the causes(s) and act upon them.

It is too easy to stop at stage two in the Cycle. It is important to realize that there is a limit to any company's
resources. Some, perhaps many, processes should be at this stage. However, failure to proceed to the next
stage in this cycle can result in a significant competitive disadvantage. The attainment of “world class” re-
quires a steady and planned effort to move into the next stage of the Process Improvement Cycle.
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. INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCESS CONTROL
Section 6. The Continual Improvement Cycle and Process Control (Cont.)

3. Improwv

Up to this point, the effort has been to stabilize the processes and maintain them, However, for some proc-
esses, the customer will be sensitive even to variation within engineering specifications. In these instances,
the value of continual improvement will not be realized until variation is reduced. At this point, additional
process analysis tools, including more advanced statistical methods such as designed experiments and ad-
vanced control charts may be useful. Appendix H lists some helpful references for further study.

Process improvement through variation reduction typically involves purposefully introducing changes into
the process and measuring the effects. The goal is a better understanding of the process, so that the common
cause variation can be further reduced. The jintent of this reduction is improved quality at lower cost.

When new process parameters have been determined, the Cycle shifts back to Analyze the Process. Since
changes have been made, process stability will need to be reconfirmed. The process then continues to move
around the Process Improvement Cycle.

- 18-
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CONTROL CHARTS

Upper Control Limit

Center Line

Lower Control Limit

1. Collection:

® Gather data and plot on a chart.
2. Control:

e Calculate trial control limits from process data.

o Identify special causes of variation and act upon them.
3. Analysis and Improvement:

¢ Quantify common cause variation; take action to reduce it.

These three phases are repeated for continual process improvement.

Figure 5. Control Charts
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I.  INTRODUCTION TO CONTINUAL IMPROVEMENT AND STATISTICAL PROCE ONTROL

Section 7
CONTROL CHARTS: TOOLS FOR PROCESS CONTROL

Dr. Walter Shewhart of the Bell Laboratories, while studying process data in the 1920’s, first made the dis-
tinction between controlled and uncontrolled variation, due to what we call common and special causes. He
developed a simple but powerful tool to separate the two — the control chart. Since that time, control charts
have been used successfully in a wide variety of process control situations, both in the U.S. and other coun-
tries, notably Japan. Experience has shown that control charts effectively direct attention toward special

causes of variation when they appear and reflect the extent of common cause variation that must be reduced
by system or process improvement.

Process improvement using control charts is an iterative procedure, repeating the fundamental phases of
collection, control and analysis (see Figure 5). First, data are gathered according to a plan (Appendix A pro-
vides input for such a data gathering plan); then, these data are used to calculate control limits, which are the
basis of interpreting the data for statistical control; when the process is in statistical control, it can be inter-
preted for process capability. To effect improvements in control and capability, common and special causes
of variation must be identified and the process modified accordingly; then the cycle begins again, as more
data are gathered, interpreted, and used as the basis for action.

1. Collection: Data for the characteristic (process or output) being studied are gathered and con-
verted to a form that can be plotted on a control chart, These data might be the measured values of
a dimension of a machined piece, the number of flaws in a bolt of vinyl, railcar transit times, num-
ber of bookkeeping errors, etc.

2. Control: Trial control limits are calculated based on the data. They are drawn on the chart as a
guide to analyses. Control limits are not specification limits or objectives, but are based on the
natural variability of the process and the sampling plan.

The data are then compared with the control limits to see whether the variation is stable and ap-
pears to come only from common causes. If special causes of variation are evident, the process is
studied to further determine what is affecting it. After actions (usually local) have been taken, fur-
ther data are collected, control limits are recalculated if necessary, and any additional special
causes are acted upon.

3. Analysis and Improvement: After all special causes have been addressed and the process is
running in statistical control, the control chart continues as a monitoring tool. Process capability
can also be calculated. If the variation from common causes is excessive, the process cannot pro-
duce output that consistently meets customer requirements. The process itself must be investi-
gated, and, typically, management action must be taken to improve the system.
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Sectlon 7. Control Charts: Tools for Process Control (Cont.)

Often, it is found that although the process was aimed at the target value during initial setup, the

actual process location (X)) may not match this value. For those processes where the actual loca-
tion deviates from the target and the ability to relocate the process is economical, consideration
should be given to adjusting the process so that it is better aligned with the target. This assumes
that this adjustment does not affect the process variation. This may not always hold true, but the
causes for any possible increase in process variation after re-targeting the process should be un-
derstood and assessed against both customer satisfaction and economics.

The long-term performance of the process must continue to be analyzed. This is most easily ac-
complished by a periodic and systematic review of the on~going control charts. New evidence of
special causes will usually be revealed. Some, when understood, will be beneficial in reducing the
overall process variability. Others, detrimental to the process, will need to be understood and cor-
rected or removed.

For a process which is “in control,” improvement efforts will often focus on reducing the common
cause variation in the process. Reducing this variation will have the effect of “shrinking” the con-
trol limits on the control chart—i.e., the limits, upon their recalculation, will be closer together.
Many people, not familiar with control charts, feel this is “penalizing” the process for improving.
They do not realize that if a process is stable and the control limits are calculated correctly, the
chance that the process will erroneously yield an out-of-control point is the same regardless of the
distance between the control limits (see also Section 5).

One area deserving mention is the question of recalculation of control chart limits. Once properly
computed, and if no changes to the common cause variation of the process occur, then the control
limits remain legitimate. Signals of special causes of variation do not require the recomputation of
control limits. For long-term analysis of control charts, it is best to recalculate control limits as
infrequently as possible, but as dictated by the process.

For continual process improvement, repeat these three phases. Gather more data as appropriate; work to
reduce process variation by operating the process in statistical control; and, continue to analyze the process
variability. ‘
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BENEFITS OF CONTROL CHARTS

Properly used, control charts can:

Be used by operators for ongoing control of a process

Help the process perform consistently, predictably, for quality and
cost

Allow the process to achieve
- Higher quality
- Lower unit cost

- Higher effective capacity

Provide a common language for discussing the performance of the
process

Distinguish special from common causes of variation, as a guide to
local action or action on the system
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I. INTRODUCTION TO CONTINUAL IMPRQVEMENT AND STATISTICAL PROCESS CONTROL

Section 8
BENEFITS OF CONTROL CHARTS

The following list summarizes some of the important benefits that can come from using control charts:

Control charts are effective tools to understand process variation and help achieve statistical con-
trol. They often lend themselves to being maintained at the Job station by the operator. They give
the people closest to the operation reliable information on when action should be taken — and on
when action should not be taken (e.g., overadjustment — see Appendix B).

When a process is in statistical control, its performance will be predictable. Thus both producer and
customer can rely on consistent quality levels, and both can rely on stable costs of achieving that
quality level.

A process in statistical control can be further improved through reduction of common cause vari-
ation and improved process centering (targeting). The expected effects of proposed improvements
in the system can be anticipated, and the actual effects of even relatively subtle changes can be iden-
tified through the control chart data. The amount of data required will vary with the process under
examination. Such process improvements may reduce cost and improve productivity by decreasing
the variation around the target value. '

Control charts provide a common language for communicating information about the performance
of a process — between the two or three shifts that operate a process; between line production (op-
erator, supervisor). and support activities (maintenance, material control, process engineering,
quality control); between different stations in the process; between supplier and user; between the
manufacturing/assembly plant and the design engineering activity.

Control charts, by distinguishing special from common causes of variation, give a good indication of
whether any problems are likely to be correctable locally or will require management action. This
minimizes the confusion, frustration, and excessive cost of misdirected problem-solving efforts.

The remainder of this manual describes techniques involved in constructing and interpreting control charts.
While reading these technical instructions and recommendations, it is well to keep in mind the real benefits
that can come if the control chart approach is mastered and effectively used. For additional assistance rela-
tive to which control chart should be used for which situation, a control chart selection diagram is provided
in Appendix C.

NOTE:

Two sample blank control chart and process log forms are shown in Appendix I. If charts
other than these are used, the following minimum information should be on them: process
characteristic name; part number; characteristic description; measurement unit; zero = .
(for coded data); frequency of sample; sample size; scale description (x-bar, median, etc.);
scale values; subgroup data, time, operator initials or identification; gage or measurement
method used; a place to log process notes.

It might also be a good idea to include gage repeatability and reproducibility (GR&R%)

information on each chart for added consideration in chart interpretation and to reinforce
the fact that an analysis of the measurement system has been performed.
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CONTROL CHARTS RELATIVE TO THE PROCESS

People Equipment Environment

Qutcome is Measured
\ \ \ ULNNUUMUUUULLL UL
—»>

1 2 3 4 6 6 7 8

e Unit of Measure (mm,

: kg, etc.)
Materials Methods ' e Origin (0 mm, 32 °F,
etc.)
Process
Outcome Examples Control Chart Examples

e Shaft O.D. (inches) X for Average of
e Hole distance from reference surface (mm) the Measurement
e Circuit resistance (ohms)
¢ Railcar transit time (hours) R Chart for Ranges
e Engineering change processing time (hours) of the Measurements

The measurement method must produce accurate and precise results over time

Not Precise Precise

Not Accurate *e . @

Accurate*

*Note: Some current metrology literature defines accuracy as the lack of bias.

Figure 6. Variables Data - Results from Measuring Intermediate or Final Process Outcome
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Chapter II
CONTROL CHART FOR VARIABLES

Control charts for variables are powerful tools that can be used when measurements from a process are
available. Examples would be the diameter of a bearing, the closing effort of a door, or the time to review a

voucher. Variables charts — and especially their most common forms, the X (x bar) and R charts— repre-
sent the typical application of control charting to process control. (See Figure 6.)

Control Charts for variables are particularly useful for several reasons:

1. Most processes and their outputs have characteristics that are measurable, so the potential appli-
cability is broad.

2. A quantitative value (e.g., “the diameter is 16.45 mm”) contains more information than a simple
yes—no statement (e.g., “the diameter is within specification”).

3. Although obtaining one piece of measured data is generally more costly than obtaining one piece of
go/no-go data, fewer pieces need to be checked to get more information about the process, o in
some cases total measurement costs can be lower.

4. Because fewer pieces need to be checked before making reliable decisions, the time gap between
production of parts and corrective action often can be shortened.

5. With variables data, performance of a process can be analyzed, and improvement can be quanti-
fied,even if all individual values are within the specification limits; this is important in seeking
never—ending improvement.

Variables charts can explain process data in terms of both its spread (piece-to-piece variability) and its loca-
tion (process average). Because of this, control charts for variables should always be prepared and analyzed

in pairs — one chart for location and another for spread. The most commonly used pair are the X and R

charts. X is the average of the values in small subgroups — a measure of location; R is the range of values
within each subgroup (highest minus lowest) — a measure of spread.

The X and R charts are discussed at length in Section 1 of this chapter. Section 2 of this chapter treats X
and s charts (an alternative to the R chart), Section 3 treats median charts (a simpler substitute for average
and range charts), and Section 4 of this chapter treats charts for individuals (when decisions must be based
on single readings, not subgroups).
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PREPARATION FOR USE OF CONTROL CHARTS

e [Establish an environment suitable for action
o Define the process

. ® Determine characteristics to be managed

Considerations:
- The customer’s needs
- Current and potential problem areas

- Correlation between characteristics
e Define the measurement system

e Minimize unnecessary variation
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Il. CONTROL CHARTS FOR VARIABLES

Section 1
- AVERAGE AND RANGE CHARTS (X AND R)

Before X and R charts can be used, several preparatory steps must be taken;

® Establish an environment suitable for action. Any statistical method will fail unless manage-
ment has prepared a responsible environment, Fear within the organization that inhibits people
from being candid must be removed. Management must provide resources to participate in and sup-
port improvement actions.

® Define the process. The process must be understood in terms of its relationship to other opera-
tions and users both upstream and downstream, and in terms of the process elements (people,
equipment, material, methods and environment) that affect it at each stage. Techniques such as the
cause-and-effect diagram and the process flow diagram help make these relationships visible and
allow the pooling of experience from people who understand different aspects of the process.

® Determine characteristics to be charted. One example of a process designed to determine
these characteristics is G.M.'s Key Characteristics Designation System (see Appendix H, Reference
24). Study efforts should be concentrated on those characteristics that are most promising for proc-
ess improvement (an application of the Pareto principle). Several considerations are appropriate:

— The customer’s needs: This includes both any subsequent processes that use the product or serv-
ice as an input, and the final end-item customer. Communication of the needs of both types of

customer to the point in the process where improvement can occur takes teamwork and under-
standing.

— Current and potential problem areas: Consider existing evidence of waste or poor performance
(e.g., scrap, rework, excessive overtime, missed targets) and areas of risk (e.g., upcoming changes
to the design of the product or service, or to any elements of the process). These are opportunities
for improvement, requiring application of all the disciplines involved in running the business.

- Correlation between characteristics: For an efficient and effective study, take advantage of rela-
tionships among characteristics. For instance, if the characteristic of concern is difficult to meas-
ure (e.g., volume), track a correlated characteristic that is easier to measure (e.g., weight). Also, if
several individual characteristics on an item tend to vary together, it may be sufficient to chart
only one of them. Warning: Statistical correlation does not necessarily imply a cause and effect
relationship between variables. In the absence of existing process knowledge, a designed experi-
ment may be needed to verify such relationships and their significance.

¢ Define the measurement system. The characteristic must be operationally defined, so that
findings can be communicated to all concerned in ways that have the same meaning today as yester-
day. This involves specifying what information is to be gathered, where, how, and under what condi-
tions. The measurement equipment itself must be predictable for both accuracy and precision —
periodic calibration is not enough. For more detail on this subject see Section IV. The definition of

the characteristic will affect the type of control chart to be used — a variables data chart, such as X
and R, or an attributes data chart, as described in Section IIL,

® Minimize unnecessary variation. Unnecessary external causes of variation should be reduced
before the study begins. This could simply mean watching that the process is being operated as in-
tended, or it could mean conducting a controlled study with known input materials, constant control
settings, etc. The purpose is to avoid obvious problems that could and should be corrected even with-
out use of control charts; this includes excessive process adjustment or overcontrol. In all cases, a
process log should be kept noting all relevant events such at tool changes, new raw material lots, etc.
This will aid in subsequent process analysis.
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Figure 7. X and R Chart
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Il. CONTROL CHARTS FOR VARIABLES
Section 1. Xand R Charts (Cont.)

A. GATHER DATA

An X and an R chart, as a pair, are developed from measurements of a particular characteristic of the proc-
ess output. These data are reported in small subgroups of constant size, usually including from 2 to 5 con-
secutive pieces, with subgroups taken periodically, (e.g., once every 15 minutes, twice per shift, etc.). A data
gathering plan must be developed and used as the basis for collecting, recording and plotting the data on a

chart.

A.1l. Select the Size, Frequency and Number of Subgroups (See Figure 7.)

a.

NOTE:

Subgroup Size — The first key step in variables control charting is the determination of “ra-
tional subgroups” — they will determine the effectiveness and efficiency of the control chart
that uses them,

The subgroups should be chosen so that opportunities for variation among the units within a
subgroup are small. If the variation within a subgroup represents the piece-to-piece variabil-
ity over a very short period of time, then any unusual variation between subgroups would
reflect changes in the process that should be investigated for appropriate action.

For an initial study of a process, the subgroups vould typically consist of 4 to 5 consecutively-
produced pieces representing only a single tool, head, die cavity, etc. (i.e., a single process
stream). The intention is that the pieces within each subgroup would all be produced under
very similar production conditions over a very short time interval with no other systematic
relationship to each other; hence variation within each subgroup would primarily reflect com-
mon causes. When these conditions are not met, the resulting control chart may not effec-
tively discriminate special causes of variation, or it may exhibit the unusual patterns noted in
paragraphs C.1.a and C.4.c. of this section. Sample sizes must remain constant for all sub-
groups.

Subgroup Frequency — The goal is to detect changes in the process over time. Subgroups
should be collected often enough, and at appropriate times, that they can reflect the potential
opportunities for change. Such potential causes of change could be due to workshift differ-
ences or relief operators, warmup trend, material lots, etc.

During an initial process study, the subgroups themselves are often taken consecutively or at
short intervals, to detect whether the process can shift to show other instability over brief
time periods. As the process demonstrates stability (or as process improvements are made),
the time-period between subgroups can be increased. Subgroup frequencies for engoing pro-
duction monitoring could be twice per shift, hourly, or some other feasible rate.

Number of Subgroups — The number of subgroups should satisfy two criteria. From a proc-
ess standpoint, enough subgroups should be gathered to assure that the major sources of vari-
ation have had an opportunity to appear. Generally, 25 or more subgroups containing about
100 or more individual readings give a good test for stability and, if stable, good estimates of
the process location and spread.

In some cases, existing data may be available which could accelerate this first phase of the

study. However, they should be used only if they are recent and if the basis for establishing
subgroups is clearly understood. -

For further understanding of the impact of subgrouping on control chart interpretation,
see Appendix A.
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X AND R CONTROL CHART - “INITIAL STUDY"

FUNT oy BERT. ywy OFERATION e GLIP InATE'cB"N'Fnb'L LIMITS CALGULATED eucslrge_liyg SRECIFICATION
MAGHNO.  yyrng ATES o o CHARACTERRTIC A D DIM "A" smpés/ éur_/rgfrﬂtév
[ X = Averaga X= UCLaX+A2f = LCL=X-AzRA= | AVERAGES (X BAR CHART)
R=Avarage R= UCL« D4R = LCL=DaR= e RANGES (R CHART)
—=H Step A.2.: Firsl Four Subgroups |
,/
DATE [ 4
TIME 6-8
Al 1 .85 (.75 .75 | .60
A 70 |.85].80[.70
HiE 65 |.75 | .80 | .70 Step A.3.: For First Subgroup:
N{ 4 e5|85|.70(.75 §Um= .65+.70+.65+.65+.85=3.50
g . 5 165175 | 65 X =23.50/5=.70
e i R = .85-.65=.20

SUM 3.50]3.8513.803.40
1 mi—|.70].77 [ 76 | 68 o

= E S EM R RE A

# For samplg 5i lass than seven, there is no lower control limit for ranges.

Figure 8. X and R Chart - Setup Data
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Section 1. X and R Charts (Cont.) - Gather Data
A.2. Set Up Control Charts and Record Raw Data (See Figure 8.)

X and R charts are normally drawn with the X chart above the R chart, and a data block. The

values of X and R will be the vertical scales, while the sequence of subgroups through time will be
the horizontal scale. The data values and the plot points for the range and average should be
aligned vertically. '

The data block should include space for each of the individual readings. It should also include a

space for the sum of the readings, the average (X ), the range (R), and the date/time or other identi-
fication of the subgroup.

Enter the individual values and the identification for each subgroup.
A.3. Calculate the Average (X) and Range (R) of Each Subgroup (See Figure 8.)

The characteristics to be plotted are the sample average (X') and the sample range (R) for each
subgroup; collectively, these reflect the overall process average and its variability, respectively.

For each subgroup, calculate:

X+ Xy o+ X,
n

X

R= Xhighesl - Xiowest

where the X, X,... are individual values within the subgroup and n is the subgroup sample size.
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X AND R CONTROL CHART - "INITIAL STUDY"
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.95
90
.85
.80 X
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.70 y A A y A
A4 Y \ AN \,
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60 . == !
Step Ad. | ‘S'Esi[ Step A5, |
55—
— 1l 1 — _{
.50'1 {_ ol :
/| R = Average R = UCL=DsRA = LCL=DsR = * RANGES (R CHART)
-50 i Il
1 i
40 A =
7 i 7
y 4 "W
20 = N £
N b i N—LF
A W y A A ety 4
10 V L
‘ Y- ;
.00 ! b 1 —1
DATE 6/8 6/9 6/10 [6r11 ez 6/15 616
TivME 8 |10l12]2 8 |10f12] 28 |10f[12]|2[80f12]2 |8 |10]12]|2 |8 |10j12]2 {8
R| 1 65|.75|.75 (.60 |.70| 60 |.75| .60 | .65 |.60|.80|.85|.70 [ .65]|.00].75|.75 (.75 | 65 [ 60 | 50| 60| 80| .65] .65
e 70|85 |80].70].75|.75| 80| .70 | .80 [.70] .75 |.75 | .70 |.70 | 80 | 80 | .70 [ .70 | 65 | 60 | 55| .80 | .65 | .60 .70
ol 5 65|75 |80 .70 | 85|.75| 65].80 | .85 [.60|.00|.65].75 .65 .60 .75 | .85 [ .60 | .85 | .65 | .65 ] .65 .75 | .65 |.70
NI 65|.85(70 .75 | 85| .85|.75|.75 .85 | .80 | .50 | 65| .75 |.75 | .75 | .80 | .70 | .70 | .65 | .60 | .80 | .65 | .65 [ .60 .60
s| s 85|.65|.75|.65|.80|.70|.70| .75 |.75 | 65 |.80 | 70| .70 | .60 | .85 | .65 | .80 | .60 [.70 [ .65 | .80 [ .75 | .65 |.70] 65
Sum 3.50(3.85(3.803.40(3.75]3.65(3.65]3.60(3.90[3.35[3.75]3.80(3.60[3.55|4.10[3.75|3.80{3.35[3.50(3.10 [3.30[3.45[3.50(3.20[3.30
1. il 70 (.77 [ .76 |68 | .75 | 73| .73 | .72 | .78 | 67 | .75 | .76 | .72 | .71 | .82 .75 | .76 | 67 | .70 [ 62 | 66 | 69 | 70 | .64 | 66
“ vouesr. |.20].20]|.10].15].20].25]| .15|.20] .20 | .20 | .40 | .20].05|.25 .15 |.15 |.15|.15|.20 }.05 | 30| 20|.15|.10] .10

+ For sample &lzes of less than seven, there is no lower control limit for ranges.

Figure 9. X and R Chart - “Initial Study”
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Section 1. X and R Charts (Cont.) - Gather Data

A4,

A5,

Select Scales for the Control Charts (See Figure 9).

The vertical scales for the two charts are for measured values of X and R respectively. Some gen-
eral guidelines for determining the scales may be helpful, although they may have to be modified in
particular circumstances. For the X chart, the difference between the highest and lowest values
on the scale should be at least 2 times the difference between the highest and lowest of the sub-

group averages (X ). For the R chart, values should extend from a lower value of zero to an upper
value about 2 times the largest range (R) encountered during the initial period.

NOTE: One helpful guide is to set the scale spacing for the range chart to be double that of
the averages chart (e.g., if 1 scale unit equals .01 inches on the averages chart, 1
scale unit would equal .02 inches on the range chart). For typical subgroup sizes, the
control limits for averages and ranges will be about the same width, a visual aid to
analysis.

Plot the Averages and Ranges on the Control Charts (See Figure 9).

Plot the averages and ranges on their respective charts. This should be done as soon as possible
after scaling has been decided. Connect the points with lines to help visualize patterns and trends.

Briefly scan the plot points to see if they look reasonable; if any points are substantially higher or
lower than the others, confirm that the calculations and plots are correct, Make sure that the plot

points for the corresponding X and R are vertically in line,

NOTE: In order to reinforce the practice of all charts on the production floor having control
limits on them, initial run charts which do not yet have control limits calculated (due
to insufficient amounts of data) should be clearly identified “Initial Study”. Thus,
these “Initial Study” charts, whether used for first time capability or for studies
after process improvements/changes, should bé the only process control charts
allowed on the production floor which do not have control limits placed on them.
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Figure 10. X and R Chart - With Control Li
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Section 1. X_and R Charts (Cont.)

B. CALCULATE CONTROL LIMITS

Control limits for the range chart are developed first, then those for the chart for averages. The calculations
for the control limits for variables charts use constants which appear as letters in the formulas that follow.
These factors, which differ according to the subgroup size (n), are shown in brief tables accompanying the
respective formulas; more complete tables are shown in Appendix E.

B.1. Calculate the Average Range (R) and the Process Average (X) (See Figure 10.)
For the study period, calculate:

K= R1 + Rz +...+ Rk

k

X1+ X +...+ Xy
k

X =

where k is the number of subgroups, R, and X, are the range and average of the first subgroup, R,
and X, are from the second subgroup, etc.

B.2. Calculate the Control Limits (See Figure 10.)

Control limits are calculated to show the extent by which the subgroup averages and ranges would
vary if only common causes of variation were present. They are based on the subgroup sample size
and the amount of within-subgroup variability reflected in the ranges. Calculate the upper and
lower control limits for ranges and for averages:

UCLg = D,R
LCLR = D3§

UCLx=X + AR

where D,, D; and A; are constants varying by sample size, with values for sample sizes from 2 to 10
as shown in the following partial table, taken from Appendix E:

n 2 3 4 5 6 7 8 9 10
Ds | 327 | 257 | 228 | 211 | 200 | 192 | 186 | 1.82 | 1.78
D3 * * * * * .08 14 18 22
Ay | 1.88 | 1.02 73 58 48 42 37 34 31

* (for sample sizes below 7, the LCLy would technically be a negative number; in those cases thereis
no lower control limit; this means that for a subgroup size of 6, six “identical” measurements
would not be unreasonable).

B.3. Draw Lines for the Averages and the Control Limits on the Charts (See Figure 10.)
Draw the average range (R) and process average ( X ) as solid horizontal lines, the control limits

(UCLg, LCLg, UCL%, LCL%) as dashed horizontal lines; label the lines. During the initial study
phase, these are considered trial control limiits.
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PROCESS IN CONTROL PROCESS NOT IN CONTROL FOR RANGES

FOR RANGES (POINTS BEYOND CONTROL LIMITS)
Y X
ucL ucL
LCL LCL
/
XXX
XXX
ON SFECG;:. 2AUBEB

va POINT QUTSIDR OF THE CONTROL LIII"B)

+ ARUN OF 7 POINTS ALL ABOVE OR ALL BELOW
THE CENTRAL LINE

= A RUN OF 7 POINT3 UP OR DOWN

« ANY OTHER OBVIOUSLY NON-RANDOM PATTERN|

e
[R=Average R=.178 UCL-DsR-.376 LCL=DaR=_ * | RANGES (R CHART)
.50 —1 14 1 1 w T 1 T Il
EI Step C.1.a.: Point beyond control limit |
400,
F AR Y
.30 i ¥
¥ i A ¥
FN
.20—": ﬁ . Y y a :
A N y 4 h, Y y 4
10 LN 2 7
= NE 2
.00 —+ l 1
DATE 6/8 6/9 6/10 Teri7 nz 6/15
TiME s |10 |12]2 | 8 |10]12| 2 |8 |10f12| 2 |8 |10]|12]| 2 [8 |10|12]2 |8 |10[12
Rl 1 651.75 |75 .60 |.70|.60|.75 | 60| .65 | 60| .80 |.85 |.70 | 65 [ .90 | .75 .75 [.75 | .65 .60 [ .50 | .60 | .80 .
NIE 70|.85|.80|.70|.75].75[.e0].70[.80 | .70 |.75 .75 | .70 |.70 | .80 | .80 | .70 |.70 | .65 | .60 | .55 | .80 | .65 | .
ol 5 65|.75|.80 .70 |.65|.75 | 65| .80 .85 |.60].90| 85].75|.85 .80 |.75|.85 | .60 | .85 | 65 | 65| .65|.75 | .
N[ 4 65].85|.70[.75 [ .85 |.e5|.75|.75 (.85 | .80 | .50 | 65| .75 |.75 | .75 | .80 [.70 | .70 | .65 [ .60 | .80 | .65 | .65 | .
s| s 85].65[.75].65|.80[.70(.70|.75].75 | 65| .80 [ .70 | 70 | .60 | .85 | .65 | .80 [ .60 | .70 | .65 [ .80 .75 | 65 .
SuM 2.50[3.85(3.80[3.40[3.75(3.65]3.65(3.60(3.90(3.35[3.75(3.80|3.60[3.55 |4.10/3.75[3.80[3.35[3.50 3.10|3.30(3.45[3.50
% | 70 [ .77 | .76 | 88 | 75| 73| .73 |.72 | .78 | 67| .75 | .76 |.72|.71 | 82 | .75 |.76 | 67 | .70 | 62 | 66 | 69| .70 |.
ne et | 501 20| 10115 |.20].25].45] .20 | 20 [ .20 | .40 | 20| .05 |.25 [ .15 | 15| .15 [ .15 ] 20 |.05 | .30 [ .20] 15 .

* For sample sizes of less than saven, there is no lower control (imit for ranges.

Figure 11. R Chart - Point Beyond Control Limits
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Section 1. X and R Charts (Cont.)

C. INTERPRET FOR PROCESS CONTROL

The control limits can be interpreted as follows: if the process piece~to—piece variability and the process
average were to remain constant at their present levels (as estimated by R and X respectively), the individ-
ual subgroup ranges (R) and averages (X)) would vary by chance alone, but they would seldom go beyond the
control limits. Likewise, there would be no obvious trends or patterns in the data, beyond what would likely
occur due to chance. The objective of control chart analysis is to identify any evidence that the process vari-
ability or the process average are not operating at a constant level — that one or both are out of statistical
control — and to take appropriate action. The R and X chart are analyzed separately, but comparison of
patterns between the two charts may sometimes give added insight into special causes affecting the process.

C.1. Analyze the Data Plots on the Range Chart

Since the ability to interpret either the subgroup ranges or subgroup averages depends on the esti-
mate of piece~to~piece variability, the R chart is analyzed first. The data points are compared with
the control limits, for points out of control or for unusual patterns or trends.

a.

Points Beyond the Control Limits (See Figure 11.) — The presence of one or more points be-
yond either control limit is primary evidence of non-control at that point. Since points be-
yond the control limits would be very rare if only variation from common causes were pre-
sent, we presume that a special cause has accounted for the extreme value. Therefore, any
point beyond a control limit is the signal for immediate analysis of the operation for the spe-
cial cause. Mark any data points that are beyond the control limits for further investigation

and corrective action based on when that special cause actually started. (See paragraph C.2.
of this section ).

A point above the upper control limit for ranges is generally a sign of one or more of the fol-
lowing:

® The control limit or plot point has been miscalculated or misplotted.

® The piece-to-piece variability or the spread of the distribution has increased (i.e., wors-
ened), either at that one point in time or as part of a trend.

® The measurement system has changed (e.g., a different inspector or gage).

® The measurement system lacks appropriate discrimination.

A point below the lower control limit (for sample sizes of 7 or more) is generally a sign of one
or more of the following:

® The control limit or plot point is in error.
® The spread of the distribution has decreased (i.e., become better).
® The measurement system has changed (including editing or alteration of the data).

Patterns or Trends Within the Control Limits — The presence of unusual patterns or trends,
even when all ranges are within the control limits, can be evidence of non—control or change
in process spread during the period of the pattern or trend. This could give the first warning of
unfavorable conditions which should be corrected. Conversely, certain patterns or trends
could be favorable and should be studied for possible permanent improvement of the process.
Comparison of patterns between the range and average charts may give added insight.
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THE AVERAGE RANGE)
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XXX
XXX
~2200E
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] Step C.1.b.: This chart has no long runs |
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0= e s 7
10 NG a2
» i . ¥ i
SR &8 > 55 6710 B i 615 '
TIME gl10f12]|2 (8 |10f12| 2|8 |10f12]|2 |8 |10f12]|2 8 |10[12]|2 [8 |10[12] 2
al 1 65|.75|.75|.60|.70]| .60 |.75|.60|.65|.60|.80|.85|.70 | .65 [.90]|.75 |.75 | .75 | .65 | .60 | .50 | .60 | .80 | .65 .
£l 2 70|.85|80lv0|.75]|.75|80.70].80]|.70|.75|.75|.70 | .70 [ .80 | .80 .70 | .70 | .65 | .60 | .56 | .80 | .65 | .60].
HIE e51.75|80].70|.65]|.75|.65].80|.85]|.60|.00|.85]|.75|.85 [.80 |.75|.85 | .60 |.85 |.65{.65]|.65[.75].65].
I 65|.85|.70 |.75|.85|.85|.75|.75 [ .85 | .80 | .50 | 65 |.75 | .75 [.75 | 80 |.70 |.70 | .65 | .60 [ .80 | .65 | .65 | .60 ] .
S| s 85).65|.75 |.65[.80]|.70|.70].75 .75 | .65|.80 .70 [ .70 | .60 | .85 | .65 .80 | .60 |.70 | .65 [.80|.75|.65|.70] .

SUM 3.50/3.85 3.801.40 [3.75(3.65(3.65/3.60(3.90[3.35/3.75(3.80/3.60/3.55 4.103.75(3.80 3.35 [3.50 [3.103.30/3.45(3.503.20
% e 70|77 | 76 |68 | .75 | .73 | 78| .72 | .78 | 67 | .75 |.76 |72 |.71 | 82 |.75|.76 | 67 | .70 | .62 | 66 | .69 |.70 | 64 .

R- et |.201.20|.10].15].20].25]|.15]|.20]|.20|.20|.40].20|.05|.25|.15|.15].15 .15 |.20 .05 [ 30{.20[.15|.10].

» For sample sizes of less than seven, there is no lower control limit for ranges.

Figure 12. R Chart - Runs (Range)
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Section 1. X and R Charts (Cont.) - Interpret for Control

b.

Runs (See Figure 12.) — Each of the following are signs that a process shift or trend has be-
gun:

® 7 points in a row on one side of the average.

® 7 points in a row that are consistently increasing (equal to or greater than the preceding
points) or consistently decreasing.

Mark the point that prompts the decision; it may be helpful to extend a reference line back to
the beginning of the run. Analysis should consider the approximate time at which it appears
that the trend or shift first began.

A run above the average range, or a run up signifies one or both of the following:

® Greater spread in the output values, which could be from an irregular cause (such as equip-
ment malfunction or loose fixturing) or from a shift in one of the process elements (e.g., a
new, less uniform raw material lot); these are usually troubles that need correction.

® A change in the measurement system (e.g., new inspector or gage).

A run below the average range, or a run down signifies one or both of the following:

® Smaller spread in output values, which is usually a good condition that should be studied
for wider application and process improvement.

® A change in the measurement system, which could mask real performance changes.
NOTE: As the subgroup size (n) becomes smaller (5 or less), the likelihood of runs

below R increases, so a run length of 8 or more could be necessary to signal a
decrease in process variability.
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= For sample sizes of lass than seven, there is no kower control limit for ranges.

Figure 13. R Chart - Nonrandom Patterns
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Section 1. X _and R Charts (Cont.) - Interpret for Control

C.

Obvious Nonrandom Patterns (See Figure 13.) — In addition to the presence of points be-
yond control limits or long runs, other distinct patterns may appear in the data that give clues
to special causes. Care should be taken not to over-interpret the data, since even random (i.e.,
common cause) data can sometimes give the illusion of nonrandomness (i.e., special causes
present). Examples of nonrandom patterns could be obvious trends (even though they did not
satisfy the runs tests), cycles, the overall spread of data points within the control limits, or
even relationships among values within subgroups (e.g., the first reading might always be the
highest). One test for the overall spread of subgroup data points is described below:

Distance of points from R: Generally, about 2/3 of the plotted points should lie within the
middle third of the region between the control limits; about 1/3 of the points should be in the
outer two-thirds of the region.

If substantially more than 2/3 of the plotted points lie close to R (for 25 subgroups if over 90%
are in the middle third of the control limit region), investigate one or more of the following:

® The control limits or plot points have been miscalculated or misplotted.

® The process or the sampling method are stratified; each subgroup systematically contains
measurements from two or more process streams that have very different process aver-
ages (e.g., one piece from each of several spindles).*

® The data have been edited (subgroups with ranges that deviated much from the average
have been altered or removed).

If substantially fewer than 2/3 of the plotted points lie close to R (for 25 subgroups if 40% or
fewer are in the middle third), investigate one or both of the following:

® The control limits or plot points have been miscalculated or misplotted.

® The process or the sampling method cause successive subgroups to contain measurements
from two or more process streams that have dramatically different variability (e.g., mixed
lots of input materials).*

If several process streams are present, they should be identified and tracked separately.*

* See Appendix A,
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» For sample sizes of less than seven, there Is no lower control limit for ranges.
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Section 1. X and R Charts (Cont.) - Interpret for Control

C.2.

C.3.

Find and Address Special Causes (Range Chart) (See Figure 14.)

For each indication of a special cause in the range data, conduct an analysis of the operation of the
process to determine the cause and improve process understanding; correct that condition, and
prevent it from recurring. The control chart itself should be a useful guide in problem analysis,
suggesting when the condition began and how long it continued. However, recognize that not all
special causes are negative, that some special causes can result in positive process improvement in
terms’of decreased variation in the range — those special causes should be assessed for possible
institutionalization within the process, where appropriate.

Timeliness is important in problem analysis, both in terms of minimizing the production of non-
conforming output, and in terms of having fresh evidence for diagnosis. For instance, the appear-
ance of a single point beyond the control limits is reason to begin an immediate analysis of the

process. A process log may also be a helpful source of information in terms of identifying special
causes of variation.

It should be emphasized that problem solving is often the most difficult and time—consuming step.
Statistical input from the control chart can be an appropriate starting point, but other methods
such as Pareto charts, cause and effect diagrams, or other graphical analysis can be helpful (see
Appendix H, Reference 11). Ultimately, however, the explanations for behavior lie within the proc-
ess and the people who are involved with it. Thoroughness, patience, insight and understanding'
will be required to develop actions that will measurably improve performance.

Recalculate Control Limits (Range Chart) (See Figure 14.)

When conducting an initial process study or a reassessment of process capability, the control lim-
its should be recalculated to exclude the effects of out-of-control periods for which process causes
have been clearly identified and removed or institutionalized. Exclude all subgroups affected by
the special causes that have been identified and removed or institutionalized, then recalculate and
the plot the new average range (R) and control limits. Confirm that all range points show control

when compared to the new limits, repeating the identification/correction/recalculation sequence
if necessary.

If any subgroups were dropped from the R chart because of identified special causes, they should
also be excluded from the X chart. The revised R and X should be used to recalculate the trial
control limits for averages, X 4- A,R.

NOTE: The exclusion of subgroups representing unstable conditions is not just “throwing
away bad data.” Rather, by excluding the points affected by known special causes, we
have a better estimate of the background level of variation due to common causes.
This, in turn, gives the most appropriate basis for the control limits used to detect
future occurrences of special causes of variation. Be reminded, however, that the

process must be changed so the special cause will not recur (if undesireable) as part
of the process.
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Section 1. X _and R Charts (Cont.) ~ Interpret for Control

C.4. Analyze the Data Plots on the Averages Chart

When the ranges are in statistical control, the process spread — the within—-subgroup variation —
is considered to be stable. The averages can then be analyzed to see if the process location is chang-
ing over time. Since control limits for X-bar are based upon the amount of variation in the ranges,
then if the averages are in statistical control, their variation is related to the amount of variation
seen in the ranges — the common-cause variation of the system. If the averages are not in control,
some special causes of variation are making the process location unstable.

a. Points Beyond the Control Limits (See Figure 15.) — The presence of one or more points be-
yond either control limit is primary evidence of the presence of special causes at that point. It

is the signal for immediate analysis of the operation. Mark such data points on the chart (see
page 39).

A point beyond either control limit is generally a sign of one or more of the following:

® The control limit or plot point are in error.

® The process has shifted, either at that one point in time (possibly an isolated incident) or
as part of a trend.

® The measurement system has changed (e.g., different gage or inspector).
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Section 1. X and R Charts (Cont.) - interpret for Control

Patterns or Trends Within the Control Limits -—— The presence of unusual patterns or trends can
be evidence of non-control during the period of the pattern or trend. Comparison of patterns be-
tween the range and average charts may be helpful,

b. Runs (See Figure 16.) — Each of the following are signs that a process shift or trend has be-
gun: ‘

® 7 points in a row on one side of the average.
e 7 points in a row that are consistently increasing or decreasing.

Mark the point that prompts the decision; it may help to extend a reference line to the point

at which the run began. Analysis should consider the time at which it appears that the trend
or shift first began.

A run relative to the process average is generally a sign of one or both of the following:

® The process average has changed — and may still be changing.
® The measurement system has changed (drift, bias, sensitivity, etc.).
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Figure 17. X Chart - Nonrandom Patterns
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Section 1. X and R Charts (Cont.) - Interpret for Control

C.

Obvious Nonrandom Patterns (See Figure 17.) — Other distinct patterns may also indicate
the presence of special causes of variation, although care must be taken not to over—interpret
the data. Among these patterns are trends, cycles, unusual spread of points within the control

limits, and relationships among values within subgroups. One test for unusual spread is given
below:

Distance of points from the process average: Generally, about 2/3 of the plotted points should
lie within the middle third of the region between the control limits; about 1/3 of the points will
bein the outer two-thirds of the region; about 1/20 will lie relatively close to the control limits
(in the outer third of the region). Also, the probability exists that about 1/150 could lie outside
control limits but still be legitimately part of a stable system in control—i.e., only about
99.73% of the points will be within the control limits.

If substantially more than 2/3 of the points lie close to the process average (for 25 subgroups if

over 90% are in the middle third of the control limit region), investigate one or more of the
following:

® The control limits or plot points have been miscalculated, misplotted, or incorrectly recal-
culated.

® Theprocess or the sampling method are stratified; each subgroup contains measurements
from two or more process streams that have different averages.

¢ The data have been edited.

If substantially fewer than 2/3 of the data points lie close to the process averagé (for 25 sub-
groups if 40% or fewer are in the middle third), investigate one or both of the following:

® The control limits or plot points have been miscalculated or misplotted.
® Theprocess or the sampling method cause successive subgroups to contain measurements
from two or more very different process streams* (this can be the result of over—control of

an adjustable process, where process changes are made in response to random fluctua-
tions in the process data**).

If several process streams are present, they should be identified and tracked separately.*

* See example in Appendix A.

**See example in Appendix B,
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Figure 18. X and R Chart - Control Limits Recalculation
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Section 1. X and R Charts (Cont.) - Interpret for Control

C.5. Find and Addfess Special Causes (Averages Chart) (See Figure 18.)

For each indication of an out—-of-control condition in the average data, conduct an analysis of the
operation of the process to determine the reason for the special cause; correct that condition, and
prevent it from recurring. Use the chart data as a guide to when such conditions began and how
long they continued. Timeliness in analysis is important, both for diagnosis and to minimize non-

conforming output. Again, be aware that not all special causes need be undesirable (see Page 45,
Section C.2).

Problem solving techniques such as Pareto analysis and cause-and-effect analysis can help. (See
Appendix H, Reference 11.)

C.6. Recalculate Control Limits (Averages Chart) (See Figure 18.)

When conducting an initial process study or a reassessment of process capability, exclude any out—
of-control points for which special causes have been found and removed; recalculate and plot the
process average and control limits, Confirm that all data points show control when compared to
the new limits, repeating the identification/correction/recalculation sequence if necessary.

The preceding discussions were intended to give a functional introduction to control chart analysis. There
are, however, other considerations that can be useful to the analyst. One of the most important is the re-
minder that, even with processes that are in statistical control, as more data are reviewed, the constant

chances of getting a false signal of a special cause on any individual subgroup translate to increasing likeli-
hood of finding false signals somewhere on the chart(s).

While it is wise to investigate all signaled events as possible evidence of special causes, it should be recog-
nized that they may have been caused by the system and that there may be no underlying local process prob-
lem. If no clear evidence of a process special cause is found, any “corrective” action will probably serve to
increase, rather than decrease, the total variability in the process output.

For further discussion of interpretation, tests for randomness in data, and problem-solving, see Appendix
H, References 7-13.
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Figure 19. X and R Chart - Extended Limits
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Section 1. X_and R Charts (Cont.) - Interpret for Control

C.7.

C.8.

Extend Control Linﬁts for Ongoing Control (See Figure 19.)

When the initial (or historical) data are consistently contained within the trial control limits, ex-
tend the limits to cover future periods. It might be desirable here to also adjust the process to the
target, if the process centeris off target (see page 22). These limits would be used for ongoing moni-
toring of the process, with the operator and local supervision responding to signs of out—of-control
conditions on either the X or R chart with prompt action.

A change in the subgroup sample size would affect the expected average range and the control
limits for both ranges and averages. This situation could occur, for instance, if it was decided to
take smaller samples more frequently, so as to detect large process shifts more quickly without
increasing the total number of pieces sampled per day. To adjust central lines and control limits for
a new subgroup sample size, the following steps should be taken:

a. Estimate the process standard deviation (the estimate is shown as ¢ — “sigma hat”). Using
the gxisting subgroup size calculate:
(-7 = _R-/ dz

where R is the average of the subgroup ranges (for periods with the ranges in control) and d, is
a constant varying by sample size, as shown in the partial table below, taken from Appendix E:

n 2 3 4 5 6 7 8 9 10
d2 1.13 1.69 2.06 2.33 2.53 2.70 2.85 2.97 3.08

b.  Using the tabled factors for d,, D3, D4, and A, based on the new subgroup size, calculate the
new range and control limits:

-R-.new = d dZ
UCLg = D4Ryew

LCLg = D3§new

UCLX:)T + A2§ncw
LCLgx=X - A,R,..

Plot these new control limits on the chart as the basis for ongoing process control.

As long as the process remains in control for both averages and ranges, the ongoing limits can be
extended for additional periods. If, however, there is evidence that the process average or range
has changed (in either direction), the cause should be determined and, if the change is justifiable,
control limits should be recalculated based on current performance.

Final Concepts on “Control” - For Further Consideration

“A perfect state of control is never attainable in a production process. The goal of the process con-

trol charts is not perfection, but a reasonable and economical state of control, For practical pur-

poses, therefore, a controlled process is not one where the chart never goes out of control. If a chart

never went out of control we would seriously question whether that operation should be charted.

For shop purposes a controlied process is considered to be one where only a small percentage of the
points go out of control and where out~of-control points are followed by proper action.” (From

Appendix H, Reference 7, page 220-221.)
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PROCESSES CAPABLE OF MEETING SPECIFICATIONS (VIRTUALLY ALL QUTPUT IS WITHIN THE SPECIFICATIONS), WITH
DIFFERING LEVELS OF VARIATION:

LOWER UPPER : :
SPECIFICATION SPECIFICATION LsL ust
LMIT UMIT I
(LSL) (UsL) , |
| | '
. : ! !
| 1
. : ! !
| |
i . ! !
|
' [ ! l
SIZE i SIZE i

PROCESSES INCAPABLE OF MEETING S#ECIFICATIONS (OUTPUT IS PRODUCED BEYOND ONE
OR BOTH SPECIFICATIONS):

(]
UsL
|
.
|

o — o — B

SIZE i

STANDARD DEVIATION AND RANGE (FOR A GIVEN SAMPLE SIZE. THE LARGER THE AVERAGE RANGE
— R, THE LARGER THE STANDARD DEVIATION — §):

LA

K

]

SIZE =i SIZE emamaise- SIZE e

FROM THE EXAMPLE (ESTIMATING THE PROCESS STANDARD DEVIATION FROM THE AVERAGE RANGE):

-
[/ .
2
c
&B-
-

R = .169 | |
n = 5 ' ]
dp = 2.33 I X I
s = Ridy«.169/2.33 = 0725 i |
. 0725 .

X - 738 i 4 \J
LSL = 500 : :
USL « .900 500 738 900

o

169

Figure 20. Process Varlation Relative To Specification Limits
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Il. CONTROL CHARTS FOR VARIABLES

Section 1. X and R Charts (Cont.)

Obviously, there are different levels or degrees of statistical control. The definition of control used
can range from mere outliers (beyond the control limits), through runs, trends and stratification,
to full zone analysis. As the definition of control used advances to full zone analysis, the likelihood
of finding lack of control increases (for example, a process with no outliers may demonstrate lack
of control through an obvious run still within the control limits). For this reason, the definition of
control used should be consistent with your ability to detect this at the point of control and should
remain the same within one time period, within one process. Some suppliers may not be able to
apply the fuller definitions of control on the floor on a real-time basis due to immature stages of
operator training or lack of sophistication in the operator’s ability. The ability to detect lack of
control at the point of control on a real-time basis is an advantage of the control chart. Over-inter-
pretation of the data can be a danger in maintaining a true state of economical control.

D. INTERPRET FOR PROCESS CAPABILITY

To continue the example from Figure 18, an interpretation for process capability will be discussed, under the
following assumptions:

® The process is statistically stable

® The individual measurements from the process conform to the normal distribution
® The engineering and other specifications accurately represent customer needs

® The design target is in the center of the specification width

® Measurement variation is relatively small

Having determined that a process is in statistical control, the question still remains whether the process is
capable of meeting customer needs. To understand and improve the capability of a process, an important
shift in thinking must occur: capability reflects variation from common causes, and management action on
the system is almost always required for capability improvement. (See Figure 20.)

Assessment of process capability begins after control issues in both the X and R charts have been resolved
(special causes identified, analyzed, corrected and prevented from recurring), and the ongoing control charts
reflect a process that is in statistical control, preferably for 25 or more subgroups. In general, the distribu-

tion of the process output is compared with the engineering specifications, to see whether these specifica-
tions can consistently be met,

There are many techniques for assessing the capability of a process that is in statistical control. Some as-
sume that the process output follows the bell-shaped normal distribution, If it is not known whether the
distribution is normal, a test for normality should be made such as reviewing a histogram, plotting on normal
probability paper, or using more precise methods (see Appendix H, Reference 9, Chapter 27). If nonnor-
mality is suspected or confirmed, more flexible techniques should be used, such as data transformation to
“normalize” the distribution (see Appendix H, Reference 14, Part 2), computerized curve-fitting or graphi-
cal analysis. When the distribution shape is normal, the technique described below can be used. It involves
only simple calculations based on data from the control chart. The process average, X, is used as the loca-
tion of the distribution. As a measure of spread, the standard deviation is used, estimated from a simple
formula involving the average range, R.
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From the example:

g =.738
P =.0725
USL 900

LSL = .500
®  Since this process has bilateral tolarances:

USL-X _.900-.738 _ 162

ZysL=—7% 0735 - Tomas - 223
_X-1sL_.738-.500 .238 _
ZISL* 7= gya5 - To735 =228

Z i =2.23

The proportions out of specification would be:

PZUSL = .0129 (from the normal table in Appendix F)
PZLSL = .0005 (from the normal table in Appendix F)
P .
total  _ 0134 (about 1.3%)
The Capability Index would be;
Zrin _2.23 -
~Zmin_2.23~ = mini
Cpk =g .74 (= minimum of CPU or CPL)

NOTE: For comparative purposes only, other indices aru (see page 80):

Cp=.92, Pp=.88 CPU=.74, CPL=1.06, and Ppk= .71, computed as follows :

»

USL-LSL __ .9-.5

= = .92
“p 60g/a, 6C0729)

USL-LSL__.9-.5 5o -
PP-T-W_,SS, where dg = =.,0759
cpy-USL-X _.900-.738 1

35R'/d2 ~T3(072%)

X-LSL _.738 -.500

CPL=Tr—— = =1.09
SRy, 200729
_(.900-.738)/65 _.162/.0759 _
P = 5 = e

The Capability Ratjos are: CR = 1.09, PR = 1.14, computed as follows:

5%%/a
_ _ 2 _6(.0725) _
RVl =gr=tst~—9-5 =%

~ __ 635 6(.0759) _
PR=1/Pp=ger-ter = —o-.5 - 114

®  If this pracess could be adjusied toward the center of the specification, the proportion of
parts falling beyond either or both specification limits might be reduced, even with no
change in & . For instance, if confirmed with control charts that Rnew = . 700 (centered),

then
USL'—>=<new .900~.700  .200
= = = =2.7
ZusL E 0725 o725 - 276
_Xnew-LSL _.700-.500 _ .200 _
ZsL=— 5 o3 ~oms 276

The proportions out of specification would he:

PZUSL+ PZLSL= L0029 +.0029 = .0058(about .6%)

The Capability Index would be:

usL
]
| P05 Pu.0129 |
[PYAT-8
i ]
| !
! Zyg Zyg !
500 328 738 223 500

Figure 21. Calculating the Process Capability
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Section 1. X and R Charts (Cont.) - Interpret for Process Capability

NOTE:

Any capability analysis technique, no matter how precise it appears, can give only
approximate results. This happens because (1) there is always some sampling variation,
(2) no process is ever “fully” in statistical control, and (3) no actual output “exactly”
follows the normal distribution (or any other simple distribution). Final results should
always be used with caution and interpreted conservatively.

D.1. Calculate the Process Standard Deviation

Since the within-subgroup process variability is reflected in the subgroup ranges, the estimate of
the process standard deviation 6 (“sigma hat”) can be based on the average range (R). Calculate:

G=R/d, = 0%,

where R is the average of the subgroup ranges (for periods with the ranges in control) and d, is a
constant varying by sample size, as shown in the partial table below, taken from Appendix E:

n

2 3 4 5 6 7 8 9 10

dy 1.13 1.69 2.06 2.33 2.53 2.70 2.85 297 3.08

This estimate of the process standard deviation (9%/4;) can be used in evaluating the process capa-
bility, as long as both the ranges and averages are in statistical control.

D.2. Calculate the Process Capability (See Figure 21.)

Capability can be described in terms of the distance of the process average from the specification
limits in standard deviation units, Z. Drawing a diagram that shows the distribution curve, X,

0r/4,, the specification limits and the Z values will be helpful.

. USL-X X-LSL .. . .
Fora unilateral tolerance, calculate: Z = ——— or Z = ———, whichever is appropriate.
OR/d, OR/d,

where SL = specification limit, X = measured process average, and 0%/d, = estimated proc-
ess standard deviation.
For bilateral tolerances, calculate:
UsSL-X X-LSL
ZUSL - ZLSL =—
OR/d,y ORyd,

Z min = Minimum of Zygy, or Zisy

where USL, LEL. = upper and lower specification limits; a negative value of Z indicates the
process average is out of specification.

Z values can be used with a table of the standard normal distribution (Appendix F) to estimate the
proportion of output that will be beyond any specification (an approximate value, assuming that

the
[ J

process is in statistical control and is normally distributed).

For a unilateral tolerance, locate the value of Z along the edges of the table in Appendix C. The
units and tenths digits are along the left edge, and the hundredths digit is along the top. The
number found where this row and column intersect is pz, the proportion out of specification.

Forinstance, for Z = 1.56, theintersection of the 1.5 row and x.x6 column gives p; = .0594, or
about 6%.
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From the example:

Ifthe capability requirement, expressed in terms of Zuiny W8S Zmin 2 4, then the current process capability,
interms of Z,,,, would be unacceptable since z_, = 2.23 and about 1.3% of output is beyond specification;
even if the process could be centered, Z_,, = 2.76. Action must be taken. '

® To improve actual process capability (the long—term goal), the variation from common causes must be
reduced; this would be measured as a smaller ¢ .

The present process average X is used to calculate the spread necessary for Z,;, =4 relative to the

existing specifications:
o USL-X or g o X-LSL

e Zmin new ' e Zmin new & &
depending on which specification limit is closer to the process ' !
average. Since here the USL is the closest limit: I l

900-.738 162 ! A
Opew = — - =- =.0405 | |
4 4 —2 g —— P2y —

500 -588 T A0 o

This means that actions must be taken to reduce the process
standard deviation from .0725 to .0405, about a 44% improve-
ment.

If confirmed by control charts that the process has been centered, and Xyew = .700, the process spread
necessary for Zyi, = 4 (X * 40) based on the existing specifications would be:

_USL-Sew _ 900-.700 _ 200 . .

e Zmin new 4 4 ' ! !

| |

With process adjustment to the center of the specifications, | o Lnew i
actions would be needed to reduce the process standard devia- | =
tion from .0725 to .0500, about 31%. ;_%E%ﬁgnzg%j

e Ifall output is to be sorted, about 1.8% (about .6% if centered) must be scrapped or reworked; this is
expensive and unreliable.

® In some cases, a short-term alternative could be to increase the specification tolerance.

If the process is not to be changed, new X + 40 specifications hrew
would be: '

X 4+ 46=.738 + 4 x .0725=.738 + .290
= .448 to 1.028 (Rounded: .45 to 1.03)

If the process has been adjusted and it has been confirmed by

control charts that Xpe. =.700, (centered), new X % 4o A
specifications would be: | |

Xoew £ 46=.700 £ 4 x .0725 =.700 + .290 | |
= 410 to .990 (Rounded: .40 to 1.00) 1 Lo ;

Figure 22. Evaluating the Process Capability
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Section 1. X and R Charts (Cont.) - Interpret for Process Capability

D.3.

e Forabilateral tolerance, calculate the proportions beyond upper and lower specification lim-
its separately. For example, if Zys. = 2.21 and Z;g = -2.85, the total beyond specifica-

tionis Pzysi t Pzig = 0136 + .0022 = .0158, or about 1.6%.

The value Z,,;,can also be converted to a Capability Index, Cy, defined as:

- USL-X X -LSL
Cpx = Zmin _ Minimum of CPU [ i.e., o =X | or CPL [ ie., 2 E5T
3 30}'/42 30’R'/c12

where USL and LSL are the upper and lower engineering specifications, X is the process average,

. . . R
and ¢ is the process standard deviation, computed using-—.
2

Aprocess with Z,;, = 3 would have a Capability Index Cp = 1.00.If z_, = 4, the process would
have Cp = 1.38.

Evaluate the Process Capability (See Figure 22.)

At this point, the process has been brought into statistical control and its capability index has been
described in terms of Z_; or C,. The next step is to evaluate the process capability in terms of
meeting customer requirements.

The fundamental goal is never-ending improvement in process performance, In the near-terun,
however, priorities must be set as to which processes should receive attention first. This is essen-
tially an economic decision. The circumstances vary from case to case, depending on the nature of
the particular process in question and the performance of other processes which might also be
candidates for immediate improvement action.

While each decision could be resolved individually, it is often helpful to use broader guidelines to
set priorities and promote consistency of improvement efforts. For instance, certain procedures
refer to across-the-board capability index requirements of Zpn, = 3, or Cpx = 1.00, and fur-
ther specify capability index requirements of Z;» = 4, or Cpx = 1.33  for new processes affect-
ing selected significant product characteristics. These requirements are intended to assure a mini-
mum performance level that is consistent among characteristics, products, and manufacturing
sources. However, please refer to Section 5 of this chapter for more understanding of the interpre-
tation of the C,, and other process measures relative to establishing measure requirements.

Whether in response to a capability index criterion that has not been met, or to the continuing
need for improvement of cost and quality performance beyond minimum capability index require-
ments, the action required is the same:

e Improve the process performance by reducing the variation that comes from common causes,
or shift the process average closer to the target. This generally means taking management
action to improve the system.

Inthose cases where more immediate action is necessary to meet short-term needs, two stop-gaps
may be available:

e Sort output and scrap or rework as necessary (thus adding cost and tolerating waste).

® Alter the specifications for consistency with the process performance (this improves neither
the process nor customer satisfaction).

These are both clearly inferior to process improvement.
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IMPROVE THE PROCESS CAPABILITY

To improve the capability (and thus, the performance) of the
process, concentrate on reducing the common causes.
These will usually require management action on the system
to correct.

CHART AND ANALYZE THE REVISED PROCESS

Confirm the effectiveness of system changes by continued
monitoring of the control chart.
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D.4.

D.5.

Improve the Process Capability

To improve process capability, there must be increased attention on reducing common causes. Ac-
tions must be directed toward the system, namely, the underlying process factors which account
for the process variability, such as machine performance, consistency of input materials, the basic
methods by which the process operates, training methods, or the working environment. As a gen-
eral rule, these system-related causes for unacceptable process capability may be beyond the abili-
ties of operators or their local supervision to correct. Instead, they may require management in-
tervention to make basic changes, allocate resources, and provide the coordination needed to im-
prove the overall process performance. Attempts to correct the system with short-range local ac-
tions will be unsuccessful.

Discussions of techniques for analysis of system variability are included in several of the refer-
ences listed in Appendix H. Basic problem-solving techniques such as Pareto analysis and cause-
and-effect analysis can be helpful (see Appendix H, Reference 11). However, use of more advanced
methods of process analysis including statistical techniques such as designed experiments may be
necessary to achieve significant reductions. See Appendix H, References 7-13 for introductions to
some of these more advanced methods.

Chart and Analyze the Revised Process

When systematic process actions have been taken, their effects should be apparent in the control
charts. The charts become a way of verifying the effectiveness of the action.

As the process change is implemented, the control chart should be monitored carefully. This

change period can be disruptive to operations, potentially causing new control problems that could
obscure the effect of the system change.

After any instabilities of the change period have been resolved, the new process capability should

be assessed and used as the basis of new control limits for future operations. Frequently, 25 sub-
groups of data after the change are sufficient to establish the new control limits.
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DATA COLLECTION PRIMER THICKNESS (MILS)
SAMPLE-SIZE — 10 CONSECUTIVE PIECES TWICE PER DAY

UL [ o IR e [ o ] L L,
1 1.30{1.01|1.22( 1.08| .98|1.12| .92|1.04|1.08|1.20| 1.25| 1.24( 1.13| 1.08
2 1.10{ 1.10(1.05|1.12| 1.30 [ 1.30| 1.10| 1.14| .92|1.13| .91/ 1.34| 1.16] 1.31
3 1.20(1.15| .93{1.11|1.31[1.01|1.13| 1.18| 1.14| 1.19] .96/ 1.40| 1.12| 1.12
4 1.25| .97/1.08|1.28|1.12(1.20| 1.02| 1.12| 1.20| 1.16 | 1.04| 1.26 | 1.22| 1.18
5 1.05/1.25| 1.15( 1.00( 1.08| 1.11| .93|1.00] 1.02| 1.03] .93|1.13| 1.12| 1.15
6 95/ 1.12(1.27| .95(1.10( .93|1.17|1.02( 1.04| 1.25| 1.08| 1.15| 1.07 | 1.17
7 1.10| 1.10| .95[1.15(1.15|1.02| 1.24| 1.05| .94|1.20|1.29|1.08| 1.0a| .98
8 1.16| .90|1.11{1.14|1.35(1.25| .98|1.341.05| 1.24| 1.42| 1.02| 1.28| 1.05
9 1.37|1.04] 112 1.28 | 1.12[ 1.05 | 1.34| 1.12| 1.12| 1.10| 1.10| 1.05 | 1.12| 1.00
10 .98(1.08(1.10| 1.31| 1.26 | 1.10| 1.12[ 1.05[ 1.06 | 1.03 | 1.00{ 1.18 | 1.10] 1.26
X | 1.15[1.07|1.10(1.14[1.18| 1.11| 1.10| 1.11| 1.06 | 1.15[ 1.10| 1.19| 1.14| 1.13
s |.136].098|.106.120|.121|.115|.136 | .101 | .086 | .079 | .170| .125 | .070 | .107
1-20 1-21 1-22
1 2 1 2 1 2
1 1.08]1.14] 1.06 [ 1.14| 1.07| 1.13
2 1.261.02|1.12(1.22| 1.05| .90
3 1.13[1.1a| .98|1.18| .97]1.12
4 94 .9a|1.12|1.27|1.05| 1.04
5 1.30( 1.30 1.20| 1.17| 1.16 | 1.40
6 1.15(1.08| 1.02 | 1.26 | 1.02| 1.12
; 1.07| .94]1.19(1.15|1.02| 1.15
8 1.02] 1.12] 1.03 | 1.07 | 1.14| 1.01
9 1.22( 1.15{ 1.02 1.02 | 1.07 | 1.30
10 1.18(1.36 | 1.09 | 1.36 | 1.00{ 1.14
X | 1.1a[1.12{1.08]1.18| 1.06| 1.13
s |.111].137] .074| .009 | .059 | .141

Figure 23. Data Collection
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Section 2

AVERAGE AND STANDARD DEVIATION CHARTS (X AND s)

X and s charts, like X and R charts, are developed from measured process output data, and are always used
as a pair. Range charts were developed as measures of process variation because the range is easy to calculate
and is relatively efficient for small subgroup sample sizes (especially below 9). The sample standard devia-
tion, s, is a more efficient indicator of process variability, especially with larger sample sizes. However, it is
more complex to calculate, and it is less sensitive in detecting special causes of variation that cause only a

single value in a subgroup to be unusual. Typically, s charts are used instead of R charts when one or more of
the following exists:

e The data are recorded and/or charted by computer on a real-time basis, so a calculation routine for s is
easily integrated.

® Ready availability of a pocket calculator makes computation of s simple on a routine basis.
® Large subgroup sample sizes are used, and the more efficient measure of variation is appropriate,

The details of instructions for X and s charts are very similar to those for X and R charts; exceptions are
noted below:

A. GATHER DATA

(See Section 1, Part A of this chapter, exceptions are noted below)

e If raw data are voluminous, they are often recorded on a separate data sheet (see Figure 23), with
only each subgroup’s X and s appearing on the chart itself,

e Calculate each subgroup’s sample standard deviation using one of the following equivalent

]2 xi-%)?
formulas: 5= n-1
or
/ZXiz—an JX12+X22+...+ Xn? -nX?
s = =
n-1 n-1

where X; , X, and n represent the subgroup’s individual values, average, and sample size.
NOTE: Do not round off X values if computing longhand.

e The scale spacing for the s chart should be the same as for its corresponding X chart.
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X AND s CONTROL CHART

DEPT, . OPERA DATE CONTROL LIMITS CALCULATED ENGINEERING SPECIFICATION PART
XXX PAINT PRIMER SYSTEM 1.00 MILS MIN
MACH. NO. DATES CHARACTERISTIC SAMPLE SIZEFREQLY PA,
preve ¥ 1170 1.22 FILM THICKNESS 10" FWICE'BeR DAY
[R-Average ¥=1122 UCL-%+A185-1230 LCL-X-As5=1.014 | AVERAGES (X BAR CHART)
1.3
1.30 .“
1.25 v
HueL = e = - e 3
1.20 |
=\
h ¥ -‘l
1.15 A y y dn A
i N 7 L %
110 — =\ 7 ——, j
“ A Vi
1.08 |
HicL == e o e '
1.00 —
95
1
.90 — = = \
250 [§=110 UCL = 8,5 = .189 LGl = B,5- 091 . STANDARD DEVIATIONS \
.200'__uc[_- - - - /
150 j G
e = A 71—\ =
100 —_S4 N 7
.050 p— (T e e e = ——
000 }
DATE 1 [-12] _ [1-33]  [i-14] (18] [i-t8] 18] [-20] fe ] fi-e2
TIME t 12 2 2l1 |21 ]2 [1]2 2 2 2 2
R 1
B2
D
1 3
5 5
SUM
%- iior e |1 -15[1-07[1.10[1.14[1.18[1.11]1.10}1.11]1.08|1.15|1.101.19]1 14[1.13|1.141.12]1.08[1 18] .06 |1.13
T 136].008[106[.120].121].115[ 136[ 101].086] 078[ 170125 070[ 107|117 137 [ 074|098 050 141

+ For sample sizes ol legs than six, there is no lower control limit for standard daviations.

S—

Figure 24. X and s Chart
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CONTROL CHARTS FOR VARIABLES

Section 2. X and s Charts (Cont.)

C.

CALCULATE CONTROL LIMITS. (See Figure 24.)

(See Section 1, Part B of this chapter, exceptions are noted below)

OPEL =~

) vauxHALL

e Calculate the upper and lower control limits for standard deviations and averages (UCLs, LCLs,

UCLzx, LCLR):
‘ UCLS = B4§'

LCLs = Bs§
UCLg=X+As

LCLx = X - As§

where § is the average of the individual subgroup sample standard deviations, and B,, By, and Agare
constants varying by sample size, with values for sample sizes 2 to 10 shown in the following partial

table, taken from Appendix E.

n 2 -3 4 5 6 7 8 9 10
B4 3.27 2.57 2.27 2.09 1.97 1.88 1.82 1.76 1.72
B3 * * * * .03 A2 19 24 28 .
A3 2.66 1.95 1.63 1.43 1.29 1.18 1.10 1.03 .98

* There is no lower control limit for standard deviations for sample sizes below 6.

INTERPRET FOR PROCESS CONTROL

(See Section 1, Part C of this chapter.)

INTERPRET FOR PROCESIS CAPABILITY

(See Section 1, Part D of this chf-lpter; exceptions are noted below)

e Estimate the process standard deviation:

6=5/cy =6 S/cs

where § is the average of the sample standard deviations (for periods with the standard deviation
under control) and c, is a constant varying by sample size, with values for sample sizes from 2 to 10

shown in the following partial table, taken from Appendix E:

n. 2 3 4 5 6 7 8 9

10

c4 .798 .886 921 .940 .952 .959 .965 969

973

o Ifthe process has a normal distribution, this estimate of o can be used directly in assessing process

capability, as long as both averages and standard deviations are in statistical control.
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MEDIAN CONTROL. CHART
PLANT DEPT, OPERATION DATE CONTROL LIMITS CALCURLATED ENGINEERING SPECIFICATION PART
XXX "MACHINING CUT-OFF | 46.08. 45,08 /
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Figure 25. Median Control Chart
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Section 3
MEDIAN CHARTS (32 AND R)

Median charts(see Figure 25) are alternatives to X and R charts for control of processes with measured

data; despite the fact that medians may not be as statistically desirable as averages, median charts yield
similar conclusions and have some advantages:

Median charts are easy to use, and do not require many calculations. This can increase shop-floor
acceptance of the control chart approach.

Since individual values (as well as medians) are plotted,‘the median chart shows the spread-of proc-
ess output and gives an ongoing picture of the process variation.

Since a single chart shows both the median and spread, it can be used to compare the output of sev-
eral processes, or of the same process at successive stages.

Instructions for median charts are similar to X and R charts; exceptions are noted:

A. GATHER DATA

(See Section 1, Part A of this chapter; exceptions are noted below)

e Typically, median charts are used with subgroup sample sizes of 10 or less; odd sample sizes are

most convenient. If using even size subgroups, the median is the average of the middle two units.

Only a single graph may be plotted; set the scale to include the larger of (a) the product specification
tolerance plus an allowance for out-of-specification readings, or (b) 1-1/2 to 2 times the difference
between the highest and lowest individual measurement. The graph scales should agree with the
gage.

Plot the individual measurements for each subgroup in a vertical line. Circle the median of each
subgroup (the middle value; if the sample size is an even number, the median will be midway between
the inner points). To aid in interpreting trends, connect the subgroup medians by a line.

Enter each subgroup’s median (X) and range (R) in the data table. It is recommended to also plot
the range chart to observe trends or runs in the range.

B. CALCULATE CONTROL LIMITS

(See Section 1, Part B of this chapter; exceptions are noted below)

Find the average of the subgroup medians and draw this as the central line on the chart; record this
asX
Find the average of the ranges; record this as R.

Calculate the upper and lower control limits for ranges and medians (UCLg, LCLg, UCL%, LCLY):
UCLg = D4R
LCLy =DsR
UCLz=X +A, R
LCL%= X + Xz R
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Figure 26. Median Control Chart - Interpretation
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Section 3. Median Charts (Cont.)

where Dy, Dy, and A;_ are constants varying by sample size, with values for sample sizes 2 to 10
shown in the following table, taken from Appendix E.

n 2 3 4 5 6 7 8 9 10
Dg | 327 | 257 | 2.28 2.1 2.00 1.92 1.86 1.82 1.78
D3 * * * * * .08 14 .18 .22
Ay | 188 | 1.19 .80 .69 55 51 43| M .36
*There is no lower control limit for ranges for sample sizes below 7.

e Plot the control limits for medians on the chart.

INTERPRET FOR PROCESS CONTROL

(See Section 1, Part C of this chapter; exceptions are noted below)

C.
D)
.
.
D.

Compare the UCLy and LCLy with each calculated range. Alternatively, mark the edge of an index
card with the points corresponding to the control limits for ranges, and compare these marks with

the distance between the highest and lowest value in each subgroup. Draw a narrow vertical box to
enclose any subgroup with excessive range.

Mark any subgroup median that is beyond the median control limits, and note the spread of median
within the control limits (2/3 of points within middle third of limits) or the existence of patterns or
trends (see Figure 26).

Take appropriate process action for special causes affecting the ranges or medians.

INTERPRET FOR PROCESS CAPABILITY

(See Section 1, Part D of this chapter; exceptions are noted below)

Estimate the process standard deviation:
ag= R_/d2
where R is the average of the sample ranges (for periods with the range under control) and d, is a

constant varying by sample size, with values for sample sizes from 2 to 10 shown in the following
table, taken from Appendix E.

n 2 3 4 5 6 7 8 9 10
dy 1.13 1.69 2.06 2.33 2.53 2.70 2.85 2.97 3.08

If the process has a normal distribution, this estimate of o can be used directly in assessing process
capability, as long as the medians and ranges are in statistical control.
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Section 3. Median Charts (Cont.)

E.

ALTERNATE APPROACH TO MEDIAN CHART

For ongoing process control where control limits are based on prior data, the charting process can be
simplified as follows:

® A single chart is used, with scales set at the same increments as the gage being used (at least 20

increments between product specifications), and with the central line and control limits for medians
already entered.

A card (possibly plastic) is provided, marked with the control limits for ranges. This assumes the
special causes affecting the ranges generate out of control points and not trends.

The operator marks the chart with each individual reéding, but the numerical values do not need to
be recorded.

For each subgroup, the operator compares the range card to the subgroup’s highest and lowest
marks; any subgroup having a range beyond the limits on the card is enclosed in a narrow vertical
box.

The operator counts to the median of each subgroup and circles it; any median beyond either control
limit is marked.

For ranges or medians beyond control limits, the operator takes appropriate actions to adjust or
correct the process, or to notify supervisory or support people.

79—




- 173 -




INDIVIDUALS

AND MOVING RANGE (X-MR) CONTROL CHART — "INITIAL STUDY"
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Figure 27. Individuals and Moving Range Chart
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Section 4
CHARTS FOR INDIVIDUALS AND MOVING RANGE (X-MR)

In some cases, it is necessary for process control to be based on individual readings, rather than subgroups.
In such cases, the within subgroup variation is effectively zero. This would typically occur when the measure-
ments are expensive (e.g., a destructive test), or when the output at any point in time is relatively homoge-
nous (e.g., the pH of a chemical solution). In these cases, control charts for individuals can be constructed as
described below. Four cautions should be noted, however:

® Charts for individuals are not as sensitive in detecting process changes as X and R charts.

e Caremust be taken in interpretation of eharts for individuals if the process distribution is not symmetri-
cal.

®  Charts for individuals do not isolate the piece-to-piece repeatability of the process. In many applica-

tions, therefore, it may be better to use a conventional X and R chart with small subgroup sample sizes
(2 to 4) even if this requires a longer period between subgroups.

® Since there is only one individual item per subgroup, values of X and ¢ can have substantial variability
(even if the process is stable) until the number of subgroups is 100 or more.

The details of instructions for charts for individuals are somewhat similar to those for X and R charts; ex-
ceptions are noted below:

A. GATHER DATA (See Figure 27.)

(See Section 1, Part A of this chapter; exceptions are noted below)
® Individual readings (X) are recorded from left to right on the data chart.

® C(alculate the moving range (MR) between individuals. It is generally best to record the difference
between each successive pair of readings (e.g., difference between the first and second reading, the
second and third, etc.). There will be one less such moving range than there are individual readings
(25 readings give 24 moving ranges). In rare cases, the moving range can be based on a larger moving
group (e.g., threes or fours), or on a fixed subgroup (e.g., all the readings taken on a single shift).
Note that even though the measurements are sampled individually, it is the number of readings

grouped to form the moving range (e.g., 2, 3 or 4) which determines the nominal sample size n. This
must be considered when consulting factor tables.

® Select scales for the chart for individuals (X) equal to the larger of (a) the product specification toler-
ance plus an allowance for out—of-specification readings, or (b) 1-1/2 to 2 times the difference be-
tween the highest and lowest individual readings. The scale spacing for the chart for moving ranges
(MR) should be the same as that of the X chart.

B. CALCULATE CONTROL LIMITS (See Figure 28.)

(See paragraph B, Section 1 of this chapter; exceptions are noted below)

e Calculate and plot the process average (the sum of individual readings, divided by the number of
readings; by convention, labeled X; see the Glossary in Appendix G), and calculate the average

range (R); note that for a moving range of sample size two there is one less moving range value (MR)
than the number of individual readings (X).
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*Bad lab reading and feed system problem were both appropriately corrected

Figure 28. Interpretation of Individuals and Moving Range Chart
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Section 4. Individuals and Moving Range (X-MR) Charts (Cont.) - Calculate Control Limits

e (Calculate the control limits:
UCLug = DK
LCLyg = DsR
UCLx = X+ E;R
LCLy = X-E,R

where R is the average moving range, X is the process average, and Dy, D, and E, are constants
that vary according to the sample size, n, used in grouping the moving ranges, as shown in the follow-
ing partial table, taken from Appendix E.

n 2 3 4 5 6 7 8 9 10
D4 | 327 2.57 2.28 2.1 2.00 1.92 1.86 1.82 1.78
D3 * * * * * .08 14 .18 .22
Ez 2.66 1.77 1.46 1.29 1.18 1.11 1.05 1.01 .98
*There is no lower control limit for ranges for sample sizes below 7.

NOTE: An alternate approach to calculating control limits when R is greater than the median

range, R (as is generally the case), is to use the median range for 2 piece moving
ranges and compute control limits as follows (see Appendix H, Reference 23):

UCLyg = 3.865 R; LCLyg = 0
UCLx=X+3.14 R; LCLx=X-3.14 R

C. INTERPRET FOR PROCESS CONTROL (See Figure 28.)
(See Section 1, Part C of this chapter; exceptions are noted below)

® Review the moving range chart for points beyond the control limits as signs of the existence of spe-
cial causes. Note that successive moving ranges are correlated, since they have at least one point in
common; because of this, care must be taken when interpreting trends. Advice from a statistician
might be required for trend interpretations.
ES

® The chart for individuals can be analyzed for points beyond the control limits, spread of points
within the control limits, and trends or patterns. Note here, though, that if the process distribution

is not symmetrical, the rules shown previously for X charts may give signals of special causes when
none exist,

D. INTERPRET FOR PROCESS CAPABILITY (See Figure 28.)
(See Section 1, Part D of this chapter; exceptions are noted below)
® Aswith X and R charts, the process standard deviation can be estimated by:
6=R/d, = ORyq,

where R is the average of the moving ranges and d; is a constant varying by the sample size, n, used
in grouping the moving ranges as shown in the partial table below, taken from Appendix E.
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Section 4. Individuals Chart (Cont.) - Interpet for Process Capabillity

n 2 3 4 5 6 7 8 9 10
d2 1.13 1.69 206 | 2.33 2.53 2.70 2.85 2.97 3.08

® Ifthe process has a normal distribution, this estimate of o can be used directly in assessing process
capability, as long as the process is in statistical control.
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Section 5

UNDERSTANDING PROCESS CAPABILITY AND PROCESS
PERFORMANCE FOR VARIABLES DATA

The output of a statistically stable (in control) manufacturing process can be described by its distribution.
Characteristics of the distribution are used to evaluate the process. Forinstance, a characteristic of frequent
interest is the center of the distribution. If the distribution is not properly located, the manufacturing proc-
ess may produce parts that are not close enough to a desired target value. In such cases, some parts may even
be out-of-specification. A process with such a distribution may then be assessed as incapable of meeting the
customer’s needs. Similar problems may occur if the distribution has too much spread, regardless of where
the distribution is located. Because the characteristics of the distribution are not known exactly, data must
be gathered to estimate them,

This section addresses some of the techniques used for estimating how certain of the characteristics of the
distribution relate to specifications. The underlying pre-condition that the process from which the data
come exhibits statistical stability should be reemphasized here. A discussion of process variation and the
associated capability indices has little value for unpredictable processes. Be aware, however, that reasonable
approaches for assessing process capability have been developed for processes exhibiting systematic special
causes of process variation, such as tool wear (see Appendix H, Reference 17). In addition, it is generally
assumed that the individual readings from the subject processes have a distribution that is approximately

normal. After defining process capability and related terms, this section will define and discuss only the
more popular indices and ratios, as follows:

Indices of process variation only, relative to specifications: C, and P,

Indices of process variation and centering combined, relative to specifications: CPU, CPL, C,, and Py
Ratios of process variation only, relative to specifications: CR and PR

NOTE: Although other indices are not discussed in this manual, Appendix D and Appendix H,
Reference 16 do provide information on one of these, C__ , a relatively new index
which has gained some recent attention.

pm

Finally, this section describes the conditions and assumptions associated with these process measures
and concludes with a suggestion as to how these measures might be applied toward enhancing process
understanding within the framework of continual process improvement.

This manual fully recognizes both the misunderstanding and controversy which surrounds fundamental
concepts and definitions relative to the issues of process “Control”, “Capability”, and “Performance”. It
1s appropriate to point out here that it is not the purpose of this manual to fully resolve these issues, but
to expose and discuss them to an extent which allows each reader the opportunity to develop a better
understanding of them in order to provide value and knowledge for continual process improvement.

A. DEFINITION OF PROCESS TERMS

® Inherent Process Vartation — That portion of process variation due to common causes only. This
variation can be estimated from control charts by R/dz, among other things (e.g., 5/¢4 ).

® Total Process Variation — This is the variation due to both common and special causes. This vari-
ation may be estimated by s, the sample standard deviation, using all of the individual readings ob-

(3 (e -2
tained from either a detailed control chart or a process study: i.e., s = Z Q(-'———-?— =gy , where
N~

i=1
X; is an individual reading, X is the average of the individual readings, and n = the total number of
all of the individual readings.
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Section 5. Understanding Capability (Cont.) - Definition of Process Measures

® Process Capability — The 60 range of a process’s inherent variation, for statistically stable proc-
esses only, where o is usually estimated by R/dz2 (6 gyq,).

® Process Performance — The 6 o range of a process’s total variation, where o is usually estimated by
s, the sample standard deviation (g5).

B. DEFINITION OF PROCESS MEASURES
B.1, Indices

Cp:  This is the capability index which is defined as the tolerance width divided by the process
capability, irrespective of process centering. Typically, this is expressed as
L-L
¢, - UsL-LSL
6011'/512

P, This is the performance index which is defined as the tolerance width divided by the proc-
ess performance, irrespective of process centering. Typically, this is expressed as

P. = USL - LSL (it should be used only to compare to or with C, and C, and to meas-
P - ~
60's

ure and prioritize improvement over time).
CPU: This is the upper capability index and is defined as the upper tolerance spread divided by

the actual upper process spread. Typically, this is expressed as CPU = USL-X .

: 36w%7q,

CPL: Thisis the lower capability index and is defined as the lower tolerance spread divided by the

actual lower process spread. Typically, this is expressed as CPL = X -LSL

30r/a,

Cox: This is the capability index which accounts for process centering and is defined as the mini-

mum of CPU or CPL. It relates the scaled distance between the process mean and the clos-
est specification limit to half the total process spread.

Ppx:  This is the performance index which accounts for process centering and is defined as the

minimum of USL-X or X-LSL (it should be used only to compare to or with C, and
305 305
Cpk and to measure and prioritize improvement over time).

B.2. Ratios

. 1
CR: This is the capability ratio and is simply the reciprocal of Cy; ie, CR = C,

6&R‘/d2
USL - LSL
1
PR: This is the performance ratio and is simply the reciprocal of Py; i.e, PR = P, =
605 .
USL - LSL

NOTE: Example calculations for all of these measures are shown on page 58.
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Section 5. Understanding Capability (Cont.) - Definition of Process Measures

B.3 Clarification of Sample Standard Deviation - s vs. s

Both s (used in parts A and B of this section) and s (used in X and s charts, page 65) are calculated

n e 2
using exactly the same formula for sample standard deviation:i.e., sand s = \ / Z Lx—‘—’?— How-

i=1
ever, the “n” in the formula symbolizes two different types of sample sizes, as follows:

® For s (page 79), n refers to the total number of all of the individual values sampled - for exam-
ple, the number of these individual values can come from the total of the number of all of the
subgroup individual values from a control chart (all totaled together), or from a broad sam-
pling of an overall population,

® For s (page 65), n refers only to the number of individual values within any given subgroup —
generally, n is a constant and equal number for each subgroup.

® g5 estimates the standard deviation of a total process (“population”) using s, while g5 esti-
mates the standard deviation of a given subgroup of fixed size, using s (see pages 65-67).

DESCRIPTION OF CONDITIONS AND ASSUMPTIONS

It is appropriate to point out that process variation and process centering are two separate process
characteristics. Each needs to be understood separately from the other. However, in order to minimize
separate analyses of each, it has become convenient to combine the two characteristics into one index,
such as Cgy or Ppy. These indices can be useful for:

® Measuring continual improvement using trends over time,

® Prioritizing the order in which processes will be improved.

The capability index (e.g., C,) is additionally useful for determining whether or not a process is capable
of meeting customer requirements (the original intent of the capability index). It should be pointed out

that this additional use should not be applied to performance indices (see page 80 for suggested use of
performance measures).

For these indices (as well as all of the other process measures described in part B of this section) to be
effectively used, the CONDITIONS and ASSUMPTIONS which surround them must be understood. If
these conditions and assumptions are not met, the measures will have little or no meaning and thus add
no value to understanding the processes from which they were generated. Following are the four mini-

mum conditions which must be satisfied for all of the capability measures that are described in Part B of
this section:

® The process from which the data come is statistically stable.
® The individual measurements from the process data form an approximately normal distribution.
e The specifications are based on customer requirements.

® There exists a willingness to accept the computed index (or ratio) value as the “true” index (or ratio)
value - i.e., to discount sampling variation’s influence on the computed number (e.g., a computed
Cox of 1.05 may be from a process whose “true” Cgy is 1.40, or vice versa, due simply to sampling
variation). Please see Appendix H, References 19, 20, and 21 for more on this subject.
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CONTROL CHARTS FOR VARIABLES

Sectlon 5. Understanding Capability (Cont.) - Suggested Use of Process Measures
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TARGET VALUE/DESIGN INTENT/CUSTOMER REQUIREMENT
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(LOSS TO CUSTOMER AND/OR SOCIETY)

Figure 29. “Goal Post” vs. Loss Function
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Section 5. Understanding Capabillity (Cont.)
D. SUGGESTED USE OF PROCESS MEASURES

The key to effective use of any process measure continues to be the level of understanding of what the
measure truly represents. Those in the statistical community who generally oppose how C,x numbers,
for instance, are being used are quick to point out that few “real world” processes completely satisfy all
of the conditions, assumptions, and parameters within which C, has been developed (see Appendix H,
Reference 14 and Reference 18). Further, it is the position of this manual that, even when all conditions

are met, it is difficult to assess or truly understand a process on the basis of a gingle index or ratio num-
ber, for reasons discussed in the paragraphs below.

D.1. The Loss Function Concept

The driving force behind how capability indices (and other process measures) have been used has
been the understandable desire to produce all parts within engineering specifications. The under-
lying concept serving as the motivation for this desire is the mentality that all parts within specifi-
cation, regardless of where they are located or positioned within the specification range, are
“good” (or acceptable), and all parts beyond specifications, regardless of how far beyond specifica-
tions they may be, are “bad” (or unacceptable). Quality professionals sometimes refer to this con-
cept as “Goal Post” mentality (see Figure 29 (a)).

Although this mental model (good/bad) has been extensively used in the past, it is suggested that a
more useful model, i.e., one that is a lot closer to the behavior of the real world, is the one pictured
in Figure 29 (b). This model takes, in general, the form of a parabola and utilizes the principle that
an increasing quadratic (as opposed to linear) loss is incurred by the customer and/or society the
further a particular characteristic gets from the specification target. Implicit in this concept, re-
ferred to as the loss function concept, is the presumption that the design intent (specification tar-
get) is reasonably well aligned with the customer’s requirement.
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Section 5. Understanding Capability (Cont.) - Suggested Use of Process Measures
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Figure 30. Process Alignment to Requirements
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II. CONTROL CHARTS FOR VARIABLES
Section 5. Llnderstandin ability (Cont.) - Suggested Use of Process Measures

D.2. Alignment of Process to Customer Requirements

In Section 2 of Chapter I, a process was depicted graphically (see Figure 1, page 6). An output char-
acteristic of such a process can also be expressed graphically in terms of a distribution of its vari-
ation. This distribution might be referred to as the process distribution (see Figure 30 (a)).

A loss function such as the one depicted in Figure 30 (b) can be established for the process charac-
teristic whose distribution is indicated in Figure 30 (a). Further, assuming little or no variation in
the customer requirement (specification target), by superimposing the process distribution onto
the customer requirement loss function curve (Figure 30 (c)), two observations can be made:

® Inorder to minimize customer losses, it is desirable to align the process (process center) with
the customer requirement (specification target).

® It is additionally beneficial to the customer if variation around the target value is continually
reduced (see (Figure 30 (e)).

This analysis is sometimes called aligning the “Voice of the Process” with the “Voice of the Cus-
tomer” (see Appendix H, Reference 22, for more detail). It should be noted that although no vari-
ation is assumed in the “Voice of the Customer” for this example, the “Voice of the Customer”
(specification target) does vary in the real world and this further complicates achieving true cus-
tomer satisfaction with a given process.

Finally, when an estimated translated loss is generated by considering the actual distribution of
parts being produced by this process, in conjunction with the loss being generated by this process,
it can be shown that, in this case, approximately only 45% of the total loss to the customer is being
accounted for by the parts beyond specification, while the remaining loss is coming from parts
within specification but not at the target (Figure 30 (d)). This strongly suggests that the “Goal
Post” mentality, or computing percentage of “Bad” parts (parts beyond specifications), in and of
itself, does not provide a proper appreciation for understanding the effect the process is actually
having on the customer.
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Section 5. Understanding Capability (Cont.) - Suggested Use of Process Measures

D.3. Applications of Process Measures

For reasons discussed in the foregoing paragraphs, and assuming the conditions listed in part C of
this section have been met, the following is suggested relative to using process measures for en-
hanced understanding and effective continual improvement of processes:

® No single index or ratio should be used to describe a process; further,

® Two or more indices or ratios should be viewed collectively — At a minimum, the combination
of Cp and C,, P, and Py, CR and Cpy, or PR and Py, for example, should be used; and

e It is strongly recommended that graphical analyses be used in conjunction with the process
measures. Examples of such analyses include control charts, plots of estimated process distri-
butions, loss function analysis graphs such as those shown in Figure 30, etc. Additionally, par-
ticularly for unstable processes, it might be helpful to also graph or plot inherent process vari-
ation versus total process variation and/or 6gyq, versus G; to gain an appreciation for a rough
perception of the gap between the process “capability” and “performance” and to track im-
provement. Generally, the size of this gap is a measure of the degree to which the process is out
of control, even though in unstable processes, depending on the degree of instability, there is
respectively more variability and uncertainty in the process estimates (0r;4, and g;) than for
stable processes. These types of graphical analyses should be done for better process under-
standing even if process measures (i.e., C,/ Cy, etc.) are not computed and/or used.

e For continual process improvement, process measures should be used with the mindset of con-
tinually attempting to match the “Voice of the Process” to the “Voice of the Customer”, with
minimal loss to the customer.

A final precaution is that all capability assessments should be confined to a single process charac-
teristic. It is never appropriate to combine or average the capability results for several processes
into one index.

Hopefully, the application of process measures within this total framework will provide some of
the information necessary for achieving true process improvement at a competitive rate.
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Results from mparing the Process Qutcome to an Acceptance ification and
Deciding if it Conforms or Does Not Conform

People Equipment Environment

Conforms:

Does Not Conform:

Outcome is Classified
\\ | > \ > “ACCEPT"

Materials Methods

“REJECT”

Outcome Examples

Control Charts

e Vehicle does not leak/ leaks o
¢ Lamp lights/ does not light
e Hole diameter undersized or oversized

(go/no-go gage) J
¢ Shipment to dealer correct or incorrect

p Chart for Proportion
of Units Nonconforming

np Chart for Number of
Units Nonconforming

¢ Bubbles in a windshield °
e Paint imperfections on door
e Errors on an invoice

¢ Chart for Number of
Nonconformities per
Inspection Unit

u Chart for Number of
Nonconformities per
Inspection Unit

The conformance criteria must be clearly defined and the procedures for deciding if

these criteria are met must produce consistent results over time.

Acceptance Specification Examples Comment
e Surface should be free from flaws o What is a flaw?
- Do inspectors agree?
- How measured?
e Surface should conform to master e Conform to what degree?
standard in color texture, brightness
and imperfections. e How measured?
o Any material applied to mirror back to e Visible to whom?
prevent scattering shall not cause
visible staining of mirror backing. e Under what conditions?

Figure 31. Attribute Data
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Chapter I1I
CONTROL CHARTS FOR ATTRIBUTES

Although control charts are most often thought of in terms of variables (as shown in Chapter II), versions
have also been developed for attributes. (See Figure 31.) Attribute data have only two values (conforming/
nonconforming, pass/fail, go/no—go, present/absent) but they can be counted for recording and analysis.*
Examples include the presence of a required label, the continuity of an electrical circuit, or errors in a typed
document. Other examples are of characteristics that are measurable, but where the results are recorded in
asimple yes/no fashion, such as the conformance of a shaft diameter when measured on a go/no-go gage, the

acceptability of door margins to a visual or gage check, or on-time delivery performance. Control charts for
attributes are important for several reasons:

® Attribute data situations exist in any technical or administrative process, so attribute analysis tech-
niques are useful in many applications. The most significant difficulty is to develop precise operational
definitions of what is nonconforming.

® Attribute data are already available in many situations — wherever there are existing inspections,
writeups for repair, sorts of rejected material, etc. In these cases, no additional data collection expense is
involved, just the effort of converting the data to control chart form.

® Where new data must be collected, attribute information is generally quick and inexpensive to obtain,
and with simple gaging (e.g., a go/no-go gage) it often does not require specialized collection skills.

® Much data gathered for management summary reporting is in attribute form and can benefit from con-
trol chart analysis. Examples include department first-run OK performance, scrap rates, quality audits
and material rejections. Because of the ability to distinguish variation from special and common causes,
control chart analysis can be valuable in interpreting these management reports.

¢ When introducing control charts into an organization, it is important to prioritize problem areas and
use charts where they are most needed. Problem signals can come from the cost control system, user
complaints, internal bottlenecks, etc. The use of attribute control charts on key overall quality measures
can often point the way to the specific process areas that would need more detailed examination — in-
cluding the possible use of control charts for variables.

*This manual will use conforming/nonconforming throughout attribute discussions simply beacause
1) these are “traditionally” used, 2) organizations just starting on the path to continual improvement usu-
ally begin with these categories, and 3) many of the examples available in literature use these categories. It
should not be construed that these are the only “acceptable” categories or that attribute charts cannot be
used with case 1 (see page 13) processes (see Appendix H).

The next four sections cover the fundamentals of four major types of attribute control charts:

Section 1 - The p Chart for Proportion of Units Nonconforming (from samples not necessarily of equal
size)

Section 2 — The np Chart for Number of Units Nonconforming (from samples of equal size)
Section 3 — The ¢ Chart for Number of Nonconformities (from samples of equal size)

Section 4 — The u Chart for Number of Nonconformities per Unit (from samples not necessarily of
equal size)

The first discussion, of the p chart, is lengthier than the others, as it introduces the major concepts. The
other three sections concentrate on the distinguishing features of these types of charts.

-89 -



PREPARATION FOR USE OF CONTROL CHARTS

Establish an environment suitable for action
Define the process

Determine characteristics to be managed
Considerations:
~ The customer’s needs
- Current and potential problem areas

- Correlation between characteristics
Operationally define the measurement system

Minimize unnecessary variation

—90-—




) vauxHALL vl '
CONTROL CHARTS FOR ATTRIBUTES

Section 1

THE p CHART FOR PROPORTION NONCONFORMING

The p chart measures the proportion of nonconforming (discrepant or so—called defective) items in a group
of items being inspected. This could refer to a sample of 75 pieces, taken twice a day, some percentage of
production grouped on an hourly or daily basis, proportion of on-time deliveries, etc. This may be based on
evaluating one characteristic (was a particular part installed?) or many characteristics (was anything found
wrong at the electrical system check station?), It is important that:

Each component, part, or item being checked is recorded as either conforming or nonconf orming (even
if an item has several specific nonconformities, it is only tallied once as a nonconforming item).

The results of these inspections are grouped on a meaningful basis, and the nonconforming items are
expressed as a decimal fraction of the subgroup size.

Before a p chart can be used, several preparatory steps must be taken:

Establish an environment suitable for action. Any statistical method will fail unless management has
prepared a responsive environment.

Define the process. The process must be understood in terms of its relationship to other operations/us-
ers, and in terms of the process elements (people, equipment, material, methods and environment) that
affect it at each stage.Techniques such as the cause-and-effect diagram help make these relationships
visible.

Determine characteristics to be managed. Concentrate on those characteristics that are most promising

for process improvement (an application of the Pareto principle). Several considerations are appropri-
ate:

- The customer’s needs. This includes both any subsequent processes that use the product or service
as an input, and the final end-item customer.,

- Current and potential problem areas. Consider existing evidence of waste or poor performance (e.g.,
scrap, rework, excessive overtime, missed targets) and areas of risk (e.g., upcoming changes to the
design of the product or service, or to any elements of the process).

- Correlation between characteristics, For an efficient and effective study, take advantage of relation-
ships among characteristics. If several individual characteristics on an item tend to vary together, it
may be sufficient to chart only one of them (see Warning on page 29).

Define the measurement system. The characteristic must be operationally defined, so that findings can
be communicated to all concerned in ways that have the same meaning today as yesterday. This involves
specifying what information is to be gathered, where, how, and under what conditions. Establishing op-
erational definitions can be especially difficult — but is especially important — when personal judgment
is involved. The definition of the characteristic will affect the type of control chart to be used — an at-
tributes data chart, like the p chart, or a variables data chart, as described in Section IL.

Minimize unnecessary variation. Unnecessary external causes of variation should be reduced before the
study begins. The purpose is to avoid obvious problems that could and should be corrected even without
use of control charts. In all cases, a process log should be kept noting all relevant events such as proce-
dural changes, new raw material lots, etc. This will aid in subsequent problem analysis.
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CONTROL CHART FOR ATTRIBUTE DATA - "INITIAL STUDY"
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DATE TIME COMMENTS
5-14 | ALL DAY TRAINING NEW INSPECTOR
5-26 | 8:50 AM MAJOR POWER INTERRUPTION
5-26 | 10:15 AM MAJOR POWER INTERRUPTION
(Qver)

Figure 32. p Chart for Proportion Nonconforming - Gathering Data
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. CONTROL CHARTS FOR ATTRIBUTES
Section 1, p Charts (Cont.)

A. GATHER DATA

Al

A2,

AS.

Ad.

Select the Size, Frequency and Number of Subgroups (See Figure 32.)

a.  Subgroup Size — Charts for attributes generally require quite large subgroup sizes (e.g.,50to
200 or more) to be able to detect moderate shifts in performance. For the chart to show ana-
lyzable patterns, the subgroup size should be large enough to have several nonconforming
items per subgroup (e.g., np > 5). Note, however, that large subgroup sizes can be a disadvan-
tage if each subgroup represents a long period of process operation. It is most convenient if
subgroup sizes are constant or if they vary by no more than + 25%, but this need not be the

case. It is also helpful that the subgroup size be large enough relative to D to generate a lower
control limit so that assignable causes due to improvement may also be noticed.

b.  Subgroup Frequency — The subgrouping frequency should make sense in terms of produc-
tion periods, to aid in analysis and correction of problems found. Short time intervals allow
faster feedback, but may conflict with requirements for large subgroup sizes.

¢.  Number of Subgroups — The data collection period should be long enough to capture all the
likely sources of variation affecting the process. Generally, it should also include 25 or more

subgroups to give a good test for stability and, if stable, a reliable estimate of process perform-
ance.

Calculate Each Subgroup’s Proportion Nonconforming (p) (See Figure 32.)
The following data should be recorded for each subgroup:

The number of items inspected - n
The number of nonconforming items found - np

From these, calculate the proportion nonconforming:
np
p=—r
n
These data should be recorded on a data form as the basis of initial analysis. When the most recent
historical data are available, they may be used to accelerate this phase of the study.

Select Scales for the Control Chart (See Figure 32.)

The chart on which the data are plotted should be laid out with the proportion (or percent) noncon-
forming as the vertical scale, and the subgroup identification (hour, day, etc.) as the horizontal
scale. The vertical scale should extend from zero to about 1-1/2 to 2 times the highest proportion
nonconforming noted in the initial data readings.

Plot the Proportion Nonconforming on the Control Chart (See Figure 32.)

Plot the values of p for each subgroup. It is usually helpful to connect the points with lines to help
visualize patterns and trends.

As the points are plotted, briefly scan them to see if they are reasonable. If any points are substan-
tially higher or lower than the others, confirm that the calculations are correct.

Record changes in the process, or unusual occurrences that may affect the process, as they are
observed, in the “comments” section of the chart,
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CONTROL CHART FOR ATTRIBUTE DATA

PLANT D PART NUMBER AND NAME
XXX » 01 . O XXX
DEPARTMENT OPERATION NUMBER AND NAME
XXX FINAL FUNCTIONAL TEST
Avg. =,0324 ucL=.0561 weL=,0087 Average Sample Size: 500
T R - Frequency: — EACH SHIFT
ﬁE'-_Sltep B. 1 405/1 2500 = 0324: =
09 Step B. 2 UCL 0324 + 3\/— 0324 X .0676 /\/500 = .0324 + .0237 = .0561
LCL = .0324 - 31/0324 x .9676 / 1/500 = .0324 + .0237 = .0087
08 =
———1 Step B.3.}
06 uc
— HHHHBHH T HHHH
05 X
X  mm
A ! | L )
04 — 71— 2K
pu— I 1%
03 et T - -
= H- X
1 A 1
02 t xT7
1
\ 1
.01 LC PARARARRARANEREN
00
Sample
i S SSSS| S|P IS SIS SIS IS L[S [SSS|SIS SIS ||

'\fﬁg’}?’ 12|15(19 |13 9 |26(18|14 |17 |18 (16 |24 |11 |31 |16|10|16 17|20 |15 |8 [13 {12 |17 |18

Discrepancies

Popoion | ¥ S S F 6 F H S| H M A S S H S S SN K QS| $
MAY JUN

678 [11[12[13|14|15{18 19|20 |21 |22 1262728291 |2 |3 |4 |5 |8 |9 |10

ANY CHANGE IN PEQPLE, MATERIALS, EQUIPMENT, METHODS, ENVIRONMENT, OR MEASUREMENT SYSTEMS

SHOULD BE NOTED. THESE NOTES WILL HELP YOU TO TAKE CORRECTIVE OR PROCESS IMPROVEMENT ACTION
WHEN SIGNALLED BY THE CONTROL CHART.

DATE TIME COMMENTS
5-14 | ALL DAY TRAINING NEW INSPECTOR
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Figure 33. p Chart for Proportion Nonconforming - Calculating Control Limits, Sheet 1
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lll. CONTROL CHARTS FOR ATTRIBUTES

Section 1. p Charts (Cont.)

B. CALCULATE CONTROL LIMITS

B.1. Calculate the Process Average Proportion Nonconforming (p) (See Figure 33,

B.2.

B.3.

Sheet 1.)
For the study period of k subgroups, calculate the average proportion nonconforming:

_Mp;+nP2+ ..+ NPy
np+n;+...+n0ng

P

where n,py, nzp; ... and ny, n; ... are the number of nonconforming items and number of items in-
spected in each subgroup. Care should be taken not to confuse percentages (p x 100) with propor-
tion defective (p).

Calculate the Upper and Lower Control Limits (UCL, LCL) (See Figure 83, Sheet 1.)
The control limits are the process average plus or minus an allowance for the variation that could

be expected if the process were in statistical control, given the subgroup sample size. For the study
period of k subgroups, calculate the upper and lower control limits:

UCL ,=5+3/p(1-p) /'n
LCL,=p-3/p(1-p) //n

where n is the constant sample size.

Note: When P is low and/or n is small, the LCL can sometimes be calculated as a negative num-
ber. In these cases there is no lower control limit, since even a value of p = 0 fora particular period
is within the limits of random variation.

Draw and Label Lines (See Figure 33, Sheet 1.)

® Process Average (P) — solid horizontal line
e Control Limits (UCL, LCL) — dashed horizontal lines

During the initial study phase, these are considered trial control limits.

-95 -




<

CONTROL CHART FOR ATTRIBUTE DATA
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Figure 33. p Chart for Proportion Nonconforming - Calculating Control Limits, Sheet 2
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Ill. CONTROL CHARTS FOR ATTRIBUTES

Section 1. p Charts (Cont.)

NOTE: The control limit calculations given above are appropriate when the subgroup sizes
are all equal (as they would be in a controlled sampling situation). Theoretically,
whenever the sample size changes (even for a single subgroup), the control limits
change, and unique limits would be calculated for each subgroup having a unique
sample size. However, for practical purposes, control limits calculated with an
average sample size (1) are acceptable when the individual subgroup sizes vary
from the average by no more than plus or minus 25% (typical of actual production
volumes under relatively stable conditions). For these situations,

UCL,, LCL, =p + 3/p(1 ~-p)/m. When subgroup sizes vary by more than this
amount, separate control limits are required for the periods with particularly small
or large samples. A reasonable procedure (which should be documented in the
“comments” section of the form) is;

® Determine the range of sample sizes that would vary from the average by plus and minus 25%;
identify all subgroups with sample sizes that lie outside this range.

® Recalculate the precise limits for those points as follows:
UCL,, LCL,=p + 3/p(1-p) /Vn=p = 3/p(1-p)/n
where 1 is the sample size of the particular subgroup. Only the n term changes from point to

point.

® Plot the new upper and lower limits on the chart (see Figure 33, Sheet 2) for the affected sub-
groups and use as the basis for identifying special causes.

Note that any procedure for handling variable control limits is going to be cumbersome and may

lead to potential confusion among people trying to interpret the charts. It is much better, wherever
possible, to structure the data collection plan so that constant sample sizes can be used.
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Figure 34. p Chart for Proportion Nonconforming - Points Beyond Control Limits
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C. INTERPRET THE CHART FOR PROCESS CONTROL

Objective: identify any evidence that the process is no longer operating at the same level — that it is out of
control — and to take appropriate action. Points beyond control limits, or obvious trends or patterns in the
data beyond what would likely occur due to chance, suggest the presence of special causes of variation.

C.1. Analyze the Data Plots for Evidence of Instability

a.

Pounts Beyond the Control Limits (See Figure 34.) — The presence of one or more points be-
yond either control limit is evidence of instability at that point. Since points beyond the con-
trol limits would be very rare if the process were stable and only common-cause variation
were present, we presume that a special cause has accounted for the extreme value, The spe-
cial cause may be either unfavorable or favorable; either situation bears immediate investiga-
tion. This is the primary decision rule for action on any control chart. Any point beyond the
control limits should be marked.

A point above the upper control limit (higher proportion nonconforming) is generally a sign of
one or more of the following:

® The control limit or plot point are in error.

® The process performance has worsened, either at that point in time or as part of a trend,
® The evaluation system has changed (e.g., inspector, gage).

A point below the lower control limit (lower proportion nonconforming) is generally a sign of
one or more of the following:

® The control limit or plot point are in error.

® The process performance has improved (this should be studied for improvements that
might be incorporated on a permanent basis).

® The measurement system has changed.

Patterns or Trends Within the Control Limits — The presence of unusual patterns or trends,
even when all points are within the control limits, can be evidence of noncontrol or change in
level of performance during the petfiod of the pattern or trend. This can give advance warnin g
of conditions which, if left uncorrected, could cause points beyond the control limits.

NOTE: When the average number of nonconforming items per subgroup (np ) is moderately

large (9 or more), the distribution of the subgroup p’s is nearly normal and trend

analysis similar to that used for X charts can be used. When np becomes small (5
or fewer), the following rules are not directly applicable.
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Figure 35. p Chart for Proportion Nonconforming — Runs
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b.

Runs (See Figure 85.) — In a process under control, with np moderately large, approxi-
mately equal numbers of points should fall on either side of the average. Either of the follow-
ing could be a sign that a process shift or trend has begun:

® 7 points in a row on one side of the average.

® 7 points in a row that are consistently increasing (equal or greater than the preceding
points) or consistently decreasing.

In these cases, the point that prompts the decision should be marked (e.g., the seventh point
above the average); it may be helpful to extend a reference line back to the beginning of the

run. The analysis should consider the approximate time at which it appears that the trend or
shift first began.

Runs above the process average, or runs up, generally signify one or both of the following:

® The process performance has worsened — and may still be worsening.
® The evaluation system has changed.

Runs below the process average, or runs down, generally signify one or both of the following:
® The process performance has improved (the causes should be studied for permanent in-

corporation),
® The evaluation system has changed.

NOTE: When np is small (below 5), the likelihood of runs below P increases, so a run

length of 8 or more could be necessary to signal a decrease in the proportion
nonconforming,
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C.

Obvious Nonrandom Patterns (See Figure 36.) — Other distinct patterns may indicate the
presence of special causes of variation, although care must be taken not to over—interpret the
data. Among these patterns are trends, cycles, unusual spread of points within the control
limits, and relationships among values within subgroups (e.g., if all nonconforming items oc-
cur within the first few readings taken for the subgroup). One test for unusual spread is given
below:

Distance of points from the process average: Generally, in a process under statistical con-

trol, with only common-cause variation present and np moderately large, about 2/3 of the
data points will be within the middle third of the region between the control limits; about 1/3
of the points will be in the outer two-thirds of the region; about 1/20 will lie relatively close to
the control limits (in the outer third of the region).

If substantially more than 2/3 of the points lie close to the process average (for 25 subgroups if
over 90% are within the middle third of the control limit region), this could mean one or more
of the following:

® The control limits or plot points have been miscalculated or misplotted.

® The process or the sampling method are stratified; each subgroup systematically contains
measurements from two or more process streams that have very different average per-
formance (e.g., the mixed output of two parallel production lines).

® The data have been edited (values that would have deviated much from the average have
been altered or removed).

If substantially fewer than 2/3 of the points lie close to the process average (for 25 subgroups
if 40% or fewer are in the middle third), this could mean one or both of the following:

® Calculation or plotting errors have been made.

® The process or the sampling method cause successive subgroups to contain measurements
from two or more process streams that have very different average performance (e. g., per-
formance differences between shifts).

If several process streams are present, they should be identified and tracked separately.
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Figure 37. p Chart for Proportion Nonconforming — Control Limits Recalculation
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C.2.

C.3.

Note:

Find and Correct Special Causes (See Figure 37.)

When an out-of-control condition has been identified in the data, the operation of the process
must be studied to determine the cause. This cause must then be corrected and, to the extent possi-
ble, prevented from recurring. Since a special cause was indicated by the control chart, analysis of
the operations is called for, and one would often expect to find causes of variation within the ability
of the operator orlocal supervision to correct. Problem solving techniques such as Pareto analysis
and cause-and-effect analysis can be helpful (see Appendix H, Reference 11).

For ongoing studies being made with real-time data, analysis of out-of-control conditions in-
volves the timely investigation of the operation of the process, with emphasis on finding what, if
any, changes occurred that might explain the abnormal performance. When this analysis has re-
sulted in corrective action, the effectiveness of the action should become apparent in the control
chart.

For preliminary studies with historical data, the passage of time may make analysis of process
operating changes more difficult, especially for symptoms that come and go. The analysis must be
made as well as possible under the circumstances, to identify the condition and to prevent its re-
currence. A well documented “comments” section could be very helpful in this regard.

Recalculate Control Limits (See Figure 37.)

When conducting an initial process study or a reassessment of the process capability, the trial con-
trol limits may need to be recalculated to exclude the effects of periods whose state of control was
affected by special causes which have been corrected. The control limits should be recaleulated
excluding the points associated with the special causes and plotted on the chart per paragraph B of
this section. This step prevents abnormal production periods from being included in the estimate
of typical variability. The historical data should again be checked against the revised limits to con-
firm that no further points suggest the presence of assignable causes.

Once the historical data show consistent performance within the trial control limits, the limits can
be extended forward to cover future periods. They become the operating control limits against
which the future data will be evaluated as it is gathered and recorded.

The limits for ongoing control may be altered from those developed during the analysis period by
changing the sample size. In such a case, the basic formulas from paragraphs B.1. and B.2. are

used, but with the desired sample size ny.,, instead of .

For more extensive discussions of interpretation, tests for randomness in data, and
problem solving, see Appendix H, References 6 through 12.
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CALCULATE THE PROCESS CAPABILITY

From the example:
p = .0312

Process capability currently is 3.12% failures of the functional
check (96.88% OK).

EVALUATE THE PROCESS CAPABILITY

If the functional check is performed 100% and nonconform-
ing products are set aside, the customer is being protected
from receiving nonconforming product, but the 3% average
failure rate (requiring rework or scrap) is wasteful. Actions to
improve the chronic performance level should be developed.
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D. INTERPRET FOR PROCESS CAPABILITY

When control issues have been resolved, (special causes identified, analyzed and, where appropriate, cor-
rected/prevented from recurring) the control chart reflects the underlying process capability. For the p
chart (and all other attribute charts), process capability differs from that for variables data in the sense that
each point on an attribute chart directly indicates percent or rate of product nonconforming (out-of—specifi-
cations) to customer requirements, whereas points on a variables chart indicate what the process is yielding
irrespective of engineering specifications. Therefore, for attribute charts, capability is defined simply as the
average proportion or rate of nonconforming product, whereas capability for variables charts refers to the
total (inherent) variation (6 0xyq,)yielded by the (stable) process, with and/or without adjustments for proc-
ess centering to specification targets,

D.1. Calculate the Process Capability

® For a p chart, the process capability is reflected by the process average nonconforming, ¥,
calculated when all points are in control. If desired, this can be expressed as the proportion

conforming to specification (1 - P).

® For apreliminary estimate of process capability, use historical data, but exclude data points
associated with special causes.

e Fora formal process capability study, new data should be run, preferably for 25 or more peri-

ods, with the points all reflecting statistical control. The P for these consecutive in—control
periods is a better estimate of the process's current capability.

D.2. Evaluate the Process Capability

® The process capability as just calculated reflects the ongoing level of performance that the
process is generating and can be expected to generate, as long as the process remains in con-
trol and does not experience any basic change in performance. On a period-to—period basis,
the measured proportion nonconforming will vary between the control limits, but barring any
changes in the process, or periods allowed to go out of control, the average proportion noncon-
forming will tend to be stable.

® This average capability, not the fluctuating individual values, must be evaluated against man-
agement’s expectations for the particular characteristic. Then, if this average level is unac-
ceptable, further analysis and action must be directed toward the process itself (management
responsibility).
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IMPROVE THE PROCESS CAPABILITY

To improve the chronic performance of the process, concen-
trate on the common causes that affect all periods. These will
usually require management action.

CHART AND ANALYZE THE REVISED PROCESS

Confirm the effectiveness of system changes by continued
monitoring of the control chart.
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Section 1. p Charts (Cont.) - Interpret for Process Capability
D.3. Improve the Process Capability

® Once the process is demonstrating statistical control, the remaining average level of noncon-
formities will reflect the systematic causes of variation in the underlying process — the proc-
ess capability. The types of analysis performed in diagnosing the special cause (control) issues,
which focused on operations, will no longer be appropriate in diagnosing common causes af-
fecting the system. Unless management action is directed toward the system itself, no im-
provement in the process capability can be expected. Long-term solutions are necessary to
correct the sources of chronic nonconformities.

Problem solving techniques such as Pareto analysis and cause-and—-effect analysis can be
helpful (see Appendix H, Reference 11). However, understanding of the problems can be diffi-
cult when only attributes data are used. In general, problem solving is aided by going upstream
in the process as far as possible toward the source of suspected causes of variation, and by

using variables data for analysis (e.g., in X and R charts).

D.4. Chart and Analyze the Revised Process

® When systematic process actions have been taken, their effects should become apparent in the
control chart; the chart becomes a way of verifying the effectiveness of the action.

® As the process change is implemented, the control chart should be monitored carefully. This
change period can be disruptive to operations, potentially causing new control problems that
could obscure the true effect of the system change.

® After any special causes of variation that appear during the change period have been identified
and corrected, the process will be in statistical control at a new process average. This new av-
erage reflecting in-control performance can be used as the basis of ongoing process control.
However, investigation and improvement of the system should continue.
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WHEN SIGNALLED BY THE CONTROL CHART.

DATE TIME COMMENTS

(Over)

Figure 38. np Chart for Number Nonconforming
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Section 2
THE np CHART FOR NUMBER NONCONFORMING

The np chart (see Figure 38) measures the number of nonconforming (discrepant or so—called defective)
items in an inspection lot. It is identical to the p chart except that the actual number of nonconforming
items, rather than their proportion of the sample, is recorded. Both p and np charts are appropriate for the
same basic situations, with the choice going to the np chart if (a) the actual number of nonconformities is
more meaningful or simpler to report than the proportion, and (b) the sample size remains constant from

period to period. The details of instructions for the np chart are virtually identical to those for the p chart;
exceptions are noted below.

A. GATHER DATA

(See Section 1, Part A of this chapter; exceptions are noted below)
® Theinspection sample sizes must be equal. The period of subgrouping should make sense in terms of

production intervals and feedback systems, and samples should be large enough to allow several
nonconforming items to appear in each subgroup. Record the sample size on the form.

® Record and plot the number nonconforming in each subgroup (np).

B. CALCULATE CONTROL LIMITS
(See Section 1, Part B of this chapter; exceptions are noted below.)

® Calculate the Process Average Number Nonconforming (nj ).

=_ NP1 +0Nps + ... +0py
np= K

where np, , np; ... are the number nonconforming in each of the k subgroups.

¢ Calculate the Upper and Lower Control Limits (UCL, LCL).

UCLpy=np+3 /np (1—%5) =np+3/np (1-p)
LCL,, =np-3 /np (1 -“Tﬁ) =np-3/0p (1-p)

where n = the subgroup sample size.

C. INTERPRET FOR PROCESS CONTROL

(See Section 1, Part C of this chapter.)

D. INTERPRET FOR PROCESS CAPABILITY

(See Section 1, Part D of this chapter). Note the process capability for an np chart is still P, just as it is
for a p chart.
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WHEN SIGNALLED BY THE CONTROL CHART.

DATE TIME COMMENTS
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BETTER, OR DO GAUGE OR COLOR AFFECT THE ABILITY TO DETECYT FLAWS?)

(Over)

Figure 39. ¢ Chart for Number of Nonconformities
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Section 3
THE ¢ CHART FOR NUMBER OF NONCONFORMITIES

The c chart (see Figure 39) measures the number of nonconformities (discrepancies or so—called defects) in
an inspection lot (as opposed to the number of units found nonconforming, as plotted on an np chart). The ¢

chart requires a constant sample size or amount of material inspected. It is applied in two major types of
inspection situations: '

® Where the nonconformities are scattered through a continuous flow of product (e.g., flaws in a bolt of
vinyl, bubbles in glass, or spots of thin insulation on wire), and where the average rate of nonconformi-
ties can be expressed (e.g., flaws per 100 square meters of vinyl).

® Where the nonconformities from many different potential sources may be found in a single inspection
unit (e.g., the writeups at a departmental repair station, where each individual vehicle or component
could have one or more of a wide variety of potential nonconformities).

The following are the steps in construction and application of a ¢ chart, which are similar to the basic ap-
proach described previously for p charts; exceptions are noted below:

A. GATHER DATA

(See Section 1, Part A of this chapter; exceptions are noted below)

® Theinspection sample sizes (number of units, area of fabric, length of wire, etc.) need to be equal so that
the plotted values of ¢ will reflect changes in quality performance (rate of occurrence of nonconformities,
c) rather than changes in exposure (the same size, n). Record the sample size on the form.

¢ Record and plot the number of nonconformities in each subgroup (c).

B. CALCULATE CONTROL LIMITS
(See Section 1, Part B of this chapter; exceptions are noted below)

e Calculate the Process Average Number of Nonconformities (&)

C1+C2+...+Cy
k
where c;, ¢, ... are the number of nonconformities in each of the k subgroups.

=

e Calculate the Control Limits (UCL. and LCL,)
UCL.=C+3/c
LCL.=c-3/¢

C. INTERPRET FOR PROCESS CONTROL

(See Section 1, Part C of this chapter.)

D. INTERPRET FOR PROCESS CAPABILITY
(See Section 1, Part D of this chapter: exceptions are noted below)

The process capability is ¢, the average number of nonconformities in a sample of fixed size n.
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ANY CHANGE IN PEOPLE, MATERIALS, EQUIPMENT, METHODS, ENVIRONMENT, OR MEASUREMENT SYSTEMS
SHOULD BE NOTED. THESE NOTES WILL HELP YOU TO TAKE CORRECTIVE OR PROCESS IMPROVEMENT ACTION

DATE TIME COMMENTS

(Over)

Figure 40. u Chart for Nonconformities Per Unit
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Section 4
THE u CHART FOR NONCONFORMITIES PER UNIT

The u chart (see Figure 40) measures the number of noncenformities (discrepancies or so—called defects) per
inspection reporting unit in subgroups which can have varying sample sizes (or amounts of material in-
spected). It is similar to the ¢ chart except that the number of nonconformities is expressed on a per unit
basis. Both u and c charts are appropriate for the same basic data situations; however, the u chart may be
used if the sample includes more than one “unit” (to make the reporting more meaningful), and it must be

used if the sample size can vary from period to period. The details of instructions for the u chart are similar to
those for the p chart; exceptions are noted below:

.A. GATHER DATA
(See Section 1, Part A of this chapter; exceptions are noted below.)

® Sample sizes do not need to be constant from subgroup to subgroup, although maintaining them
within 25% above or below the average simplifies the calculation of control limits.

® Record and plot the nonconformities per unit in each subgroup (u):
C
u=—
n

where c is the number of nonconformities found, and n is the samplé size (number of inspection
reporting units) of the subgroup; ¢ and n should also be recorded on the form.

NOTE: The sample size for each subgroup, n, is expressed in terms of inspection reporting
units. Sometimes the reporting unit is a single production unit, e.g., an engine. Often,
however, the inspection reporting unit is other than one production unit. For instance,
in reports showing nonconformities per 100 units, the reporting unit is'100 production
units, and n shows how many hundreds were inspected. ‘

B. CALCULATE CONTROL LIMITS
(See Section 1, Part B of this chapter; exceptions are noted below.)

e Calculate the Process Average Nonconformities Per Unit ()
_ G+t G
Ny +Nz2+ ...+ N
where ¢, C; ... and ny, 0, ... are the number of nonconformities and sample size of each of the k sub-
groups.
Calculate the Control Limits (UCL and LCL)
a

UCL,=u+3/0//A=u+3

LCL,=T-3Va//A=u-3 /=

BN

where 1 is the average sample size.
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CONTROL CHART FOR ATTRIBUTE DATA

PLANT D D PART NUMBER AND NAME
XXX w O] N XXX
DEPARTMENT QPERATION NUMBER AND NAME
XXX DOCK AUDIT - ALL DEFECTS
Avg.=1.89 ucL= 3.35 L= — 43 Average Sample Size: § BOXES
50 Frequency: PER DAY
: REVISED CONTROL LIMITS CALCULATED FOR MAR 3, 5, 8, 9, 11, 12 !
N=4UCL LCL=189+3 \/4‘89/ '\/4_= 1.89+4.12/2=189+206=3.950 _::h"‘
"I N=12UCL,LCL= 1,893 1'.891‘\/6 = 189+412/3.46=1.8911.19=3,08,.70
N=16 UCL,LCL=189%3 1.39/'\/‘% = 189+412/4=18911.03=292, 86 -1
40 o w11 11111 =
=== =
Je, == A==
g mangm = =)
20 —Sin
r |
7 1
——= i A
2.0 I | F AR Y
f |
: ERiE, ' “’
7 i
r ==
o = IIIIiE[LE
g 1111700 LU LU LU UL AL T == = ||~ 5
0 == s ——
Sample glefofsfs|7|7|s]|s|s|7[s|o]a|8|8|a|s]12]12|16]8]|4]|4]8
§| s |8 |17|18[15|23[ o |19]6 |14 |17 13 [15 |16 |22[ 13| 10|14 0 [23 21 [s1 a1 |3 |8 |12
é P |10|21]20119[29(1.3]27].8 |1.8[2.1[1.9(1.9[1.8[24]1.6{1.3|35[1.3(1.9[1.8[3.2[39] 8 |20[1.5
Date/ FEB ) MAR
Bolt # 9 (10|11 [12]15|16[17[18]19 22|23 |24 [25 ]26] 1 |2 (3 |4 |5 |8 |9 |10 |11 |12]15

ANY CHANGE IN PEQOPLE, MATERIALS, EQUIPMENT, METHODS, ENVIRONMENT, OR MEASUREMENT SYSTEMS
SHOULD BE NOTED. THESE NOTES WILL HELP YOU TO TAKE CORRECTIVE OR PROCESS IMPROVEMENT ACTION
WHEN SIGNALLED BY THE CONTROL CHART.

DATE TIME COMMENTS
3-1 USED VALUES FROM FEB 9 - 26 FOR ONGOING CONTROL BEGINNING MAR 1

(Over)

Figure 41. u Chart - Control Limits Recalculation
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. CONTROL CHARTS FOR ATTRIBUTE
Section 4. U Charts (Cont.) - Calculate Control Units

NOTE: (See Figure 41,) If any individual subgroup sample size is more than 25% above or
below the average sample size, recalculate the precise control limit as follows:

UCL,, LCL =T+ 3/i//n=T4 3\[3

n

where 1 is the process average and n is the sample size (number of inspection report-
ing units) of the particular subgroup. Change the limits on the chart and use as the
basis for identifying special causes.

Note that any use of variable control limits is cumbersome and potentially confusing.
It is much better wherever possible to avoid this situation by using constant sub-
group sample sizes,

C. INTERPRET FOR PROCESS CONTROL

(See Section 1, Part C of this chapter.)

D. INTERPRET FOR PROCESS CAPABILITY
(See Section 1, Part D of this chapter.)

The process capability is @, the average number of nonconformities per reporting unit.
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Chapter | A
PROCESS MEASUREMENT SYSTEMS ANALYSIS

Section 1
INTRODUCTION

Once the characteristic(s) to be measured is determined for a given process, an evaluation of the measure-
ment system for that characteristic(s) should be undertaken to ensure effective analysis of any subsequent
SPC data generated for that characteristic(s). Recall the fundamental finding shared by statisticians and
quality professionals throughout the world that an observed value is composed of a master value of the char-
acteristic being measured plus measurement error, or

observed value = master value + measurement error

“Measurement error” is a statistical term meaning the net effect of all sources of measurement variability
that cause an observed value to deviate from the master value. Unfortunately, this relationship means we are
faced with making decisions about product using information (i.e., numbers) that contains additional vari-
ability. Carrying this one step further, the total variability in a set of data consisting of at least two measure-

ments per lot (or subgroup) and many lots (subgroups) over time, is correspondingly composed of two com-
ponent parts, i.e.,,

total variability = product variability + measurement variability*

The importance of minimizing the effect of measurement variability on assessments of process variability
cannot be overstated. For a more complete understanding of the various aspects of the subject of measure-
ment systems analysis, please refer to the automotive industry’s Measurement System Analysis (MSA) man-
ual (Appendix H, Reference 15) published in December, 1990, by the Automotive Industry Action Group
(AIAG). One of the more straightforward and also widely applied methods of measurement systems analysis
presented in the ASQC Automotive Division/AIAG MSA Manual is presented here in this section as a rea-
sonably well accepted approach for assessing a measurement system prior to engaging in statistical process
control. In no way is it meant to suggest that this is the only acceptable MSA technique. Additionally, the
technique presented here assumes the other key attributes of a measurement system, i.e., accuracy,
linearity, and stability, as described in the MSA Manual, have been evaluated and deemed acceptable.

* Please see Appendix H, Reference 18.
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IV. MEASUREMENT SYSTEMS ANALYSIS

Section 2
AVERAGE AND RANGE METHOD

The Average and Range method (X and R, sometimes referred to as the “Long Method”) is a mathematical
method which will determine both repeatability and reproducibility for a measurement system. This method
will allow the measurement system to be decomposed into two separate components, repeatability and re-
producibility.

If repeatability is large compared to reproducibility, the reasons may be:
® The gage instrument needs maintenance.

® The gage should be redesigned to be more rigid.

The clamping or location for gaging needs to be improved.

® There is excessive within-part variation.

If reproducibility is large compared to repeatability, then possible causes could be:

® The operator needs to be better trained in how to use and read the gage instrument.
e Calibrations on the gage dial are not clear.

® A fixture of some sort may be needed to help operator use the gage more consistently.

A. CONDUCTING THE STUDY

Although the number of operators, trials and parts may be varied, the subsequent discussion represents the

optimum conditions for conducting the study. Refer to the gage R & R data sheet in Figure 42 on page 124.
The detailed procedure is as follows:

1. Refer to the operators as A, B, and C and number the parts 1 through 10 so that the numbers are
not visible to the operators. ‘

NOTE: The ten parts should be randomly selected across a full range of the process — it is
important that the parts, in as much as is possible, be representative of the total
process (variation).

2. Calibrate the gage.

3. Let operator A measure 10 parts in a random order and have another observer enter the results in
row 1. Let operators Band C measure the same 10 parts without seeing each other’s readings, then
enter the results in rows 6 and 11, respectively.

4. Repeat the cycle using a different random order of measurement. Enter data in rows 2, 7 and 12.
Record the data in the appropriate column. For example if the first piece gaged is part 7 then re-
cord the result in the column labeled part 7. If three trials are needed, repeat the cycle and enter
data in rows 3, 8 and 13.

5. Steps 3 and 4 may be changed to the following when large part size or simultaneous unavailability
of parts make it necessary:

a. Letoperator Ameasure the first part and record the reading in row 1. Let operator B measure
the first part and record the reading in row 6. Let operator C measure the first part and re-
cord the reading in row 11,
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IV. MEASUREMENT SYSTEMS ANALYSIS
Section 2. Average and Range Method (Cont.) - Conducting the Study

6.

b.  Let operator A repeat reading on the first part and record the reading in row 2, operator B
record the repeat reading in row 7, and operator C record the repeat reading in row 12. Repeat
this cycle and enter the result in rows 3, 8 and 13, if three trials are to be used.

Analternative method may be used if the operators are on different shifts. Let operator A measure
all 10 parts and enter the readings in row 1. Then have operator A repeat the reading in a different
order and enter the results in rows 2 and 8. Do the same with operators B and C on the other shift.

B. CALCULATIONS

The Gage Repeatability and Reproducibility calculations are shown on Figure 42 and Figure 43. Figure 42
shows the data sheet on which all study results are recorded. Figure 43 displays a report sheet on which all
identifying information is to be recorded and all calculations made according to the prescribed formula. The
procedure for doing the calculations after data has been collected is as follows:

1.

Subtract the smallest reading from the largest reading in rows 1, 2 and 3; enter the result in row 5.

Do the same for rows 6, 7 and 8; and 11, 12 and 13 and enter results in rows 10 and 15, respectively.
(Figure 42)

Entries in rows 5, 10 and 15 are made as positive values. (Figure 42)

Total row 5 and divide the total by the number of parts sampled to obtain the average range for the
first operators trials R,. Do the same for rows 10 and 15 to obtain R, and R.. (Figure 42)

Transfer the average of rows 5, 10and 15 (R,, R,, R.)torow17.Add them together and divide by
the number of operators and enter results as R (overall average range). (Figure 42)

Enter R (average value) in rows 19 and 20 and multiply by D4 and Ds, respectively, to get the
lower and upper control limits. Note D, is zero and D, is 8.27 if two trials are used. The value of the
Upper Control Limit (UCLg) of the individual ranges is entered in row 19. The value of Lower
Control Limit (LCLy) for less than seven trials is equal to zero. (Figure 42)

Repeat any readings that produced a range greater than the calculated UCLy using the same op-
erator and part as originally used, or discard those values and re-average and recompute R and

the limiting value UCLy based upon the revised sample size. Correct the special cause that pro-
duced the out of control condition.

Sum the rows (rows 1, 2, 8, 6, 7, 8, 11, 12, and 13). Divide the sum in each row by the number of
parts sampled and enter these values in the right most column labeled “Average”. (Figure 42)

Add the averages in rows 1, 2 and 8 and divide the total by the number of trials and enter the value
inrow 4 in the X, block. Repeat this for rows 6, 7 and 8; and 11, 12 and 13, and enter the results in
the blocks for X, and X in rows 9 and 14, respectively. (Figure 42)

Enter the maximum and minimum averages of rows 4, 9 and 14 in the appropriate space in row 18

and determine the differences. Enter this difference in the space labeled Xppr in row 18.
(Figure 42)
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V. MEASUREMENT SYSTEMS ANALYSIS
Section 2. Average and Range Method (Cont.) - Calculations

10. Sum the measurements for each trial, for each part, and divide the total by the number of measure-
ments (number of trials times the number of operators). Enter the results in row 16 in the spaces
provided for part average. (Figure 42)

11. Subtract the smallest part average from the largest part average and enter the result in the space
labeled R, in row 16. R, is the range of part averages. (Figure 42)

12. Transfer the calculated values of R, Xppe and Ry, to the blanks provided on the report side of the
form (Figure 43),

13. Perform the calculations under the column entitled “Measurement Unit Analysis” on the left side
of the form. (Figure 43).

14. Perform the calculations under the column entitled “% Process Variation” on the right side of the
form (Figure 43).

15. Check the results to make sure no errors have been made.

C. ANALYSIS OF RESULTS

The Gage Repeatability and Reproducibility Data Sheet and Report Form, Figure 42 and Figure 43, will pro-
vide the method for analysis of gage study data. The analysis will estimate the variation and percent of proc-
ess variation for the total measurement system and its component’s repeatability, reproducibility, and part-
to-part variation. On the left side of the form (Figure 43) under Measurement Unit Analysis, the 5.15 stan-
dard deviation spread which consumes 99% of the area under the normal curve is calculated for each compo-
nent of variation.

The repeatability or equipment variation (EV or o.) is determined by multiplying the overall average range
(R) by a constant (K,). K, depends upon the number of trials used in the gage study.

The reproducibility or appraiser variation (AV or o) is determined by multiplying the maximum average
operator difference (Xprp by a constant (K,). K depends upon the number of operators used in the gage
study. Since the appraiser variation is contaminated by the equipment variation, it must be adjusted by sub-
tracting a fraction of the equipment variation. Therefore, the appraiser variation (AV) is calculated by

AV = \/[)TDIFF x Kp)? - [(EV)’]
(nr)

where n = number of parts and r = number of trials. If a negative value is calculated under the square root
sign, the appraiser variation (AV) defaults to zero (0).
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OPERATOR/ PART AVERAGE
TRIAL # 1 2 3 4 5 6 7 8 9 10
1A 1
2 2
3 3
4. AVG X, =
5. RNG. R, =
6. B 1
7 9
8, 3
9. AVG X, =
10. RNG Ry =
1. ¢ 1
12. 2
13, 3
14. AVG, X, =
15. _RNG. R =
16. PART

AVG (}-(‘p) Rp =
17. [R,= +Rp = +R. = 1/[# OF OPERATORS = | = R=
18 [ Max Y‘: - Mll’l )T= ] = YDIFF
19. [R= X D* = ] = UCLy
20. [R= X D3* = ] = LCLy

*D,4 = 3.27 for 2 trials and 2.58 for 3 trials; D3 = 0 forup to 7 trials. UCLyrepresents the limit of individual
R’s. Circle those that are beyond this limit. Identify the cause and correct. Repeat these readings using the
same appraiser and unit as originally used or discard values and re-average and recompute R and the limit-
ing value from the remaining observations.

Notes:

Figure 42. Gage Repeatability and Reproducibility Data Sheet
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Part No. and Name: Gage Name:
Characteristics: Gage No:
Specification: Gage Type:
From data sheet: R = Xpirr =

Date:
Performed by:

R, =

Measurement Unit Analysis

% Process Variation

Repeatability — Equipment Variation (EV)

EV

= % EV = 100 [EV/TV]
- < Trials | K; =100 / ]
- — 2 4.56 - —%
3 3.05
Reproducibility — Appraiser Variation (AV) 9 AV = 100 [AV/TV]
prem =1 .
AV = \/[(XDIFF x K2)2 - (EV?/nr)] 00[__/_ ]
_ - 9
JICx )= _x )]
n = number of parts
- Operators | 2 3 | r = number of trials
— K, 3.65 | 2.70
Repeatability & Reproducibility (R & R)
R&R = [EVIiAVY) % R&R = 100 [R&R/TV]
_ P =100/ ]
(G Parts K, = 7
= 2 3.65
Part Variation (PV) 3 2.70
PV =Ry xsz 4 2.30 %PV = 100 [PV/TV]
- — 5 2.08 =100/ ]
— 6 1.93 T
7 1.82 E—
Total Variation (TV) 8 174
9 1.67
= 2 -
v V(R&R? + PV?) 10 162

-V

All calculations are based upon predicting 5.15 sigma (99.0% of the area under the normal distribution curve).
K, is 5.15/d,, where d, is dependent on the number of trials (m) and the number of parts times the number of operators (g) which is

assumed to be greater than 15. d, values are from Appendix E.

AV — If a negative value is calculated under the square root sign, the appraiser variation (AV) defaults to zero (0).

K, is 5.15/d,*, where d,* is dependent on the number of operators (m) and (g) is 1, since there is only one range calculation.
K, is 5.15/d,*, where d,% is dependent on the number of parts (m) and (g) is 1, since there is only one range calculation.

d.* is obtained from Table D,, “Quality Control and Industrial Statistics,” A.J. Dunecan. (See Appendix H, Reference 9).

Figure 43. Gage Repeatability and Reproducibility Report

-125 -




OPEL =

4d> E
VA' £} vauxHALL

IV. MEASUREMENT SYSTEMS ANALYSIS
Section 2. Average and Range Method (Cont.) - Analysis of Results

The measurement system variation for repeatability and reproducibility (R & R or oy, is calculated by add-
ing the square of the equipment variation and the square of the appraiser variation, and taking the square
root as follows:

R & R=Y[(EV)?+ (AV)?]

The part-to-part variation (PV or o) is determined by multiplying the range of part averages (R,) by a
constant (Ky). K5 depends upon the number of parts used in the gage study.

The total variation (TV or ¢, ) from the study is calculated by summing the square of both the repeatability
and reproducibility (R & R) variation and the part-to-part variation (PV) and taking the square root as fol-
lows:

TV =/[(R & R)?+ (PV)?]

If the process variation is known and its value is based on 60, then it can be used in place of the total study
variation (TV) calculated from the gage study data. This is accomplished by performing the following two
calculations:

1. TV=5.15
6.00

process variation]

2. PV=/[(TV)*- (R & R)?]

Both of these values (TV and PV) would replace those previously calculated.

Once the variability for each factor in the gage study is determined, it can be compared to the total variation
(TV). This is accomplished by performing the calculations on the right side of the gage report form
(Figure 43) under “% Process Variation.”

The percent that the equipment variation (% EV) consumes of the total variation (TV) is calculated by 100

EV
[W] . The percent that the other factors consume of the total variation can be similarly calculated as fol-

lows:
AV
% AV = 100 | =
R & R
%R&R =100 —0;
v Ra4
%P =100 ™|

THE SUM OF THE PERCENT CONSUMED BY EACH FACTOR WILL NOT EQUAL 100%.

The results of this percent process variation should be evaluated to determine if the measurement system is
acceptable for its intended application.
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IV. MEASUREMENT SYSTEMS ANALYSIS
Section 2. Average and Range Method (Cont.) - Analysls of Results

If the analysis based on percent of tolerance is preferred instead of percent of process variation, then the
gage repeatability and reproducibility report form (Figure 43) can be modified so that the right hand side of
the form represents % of tolerance instead of % of process variation. In that case, % EV, % AV, % R & R
and % PV are calculated by substituting the value of tolerance in the denominator of the calculations in place
of the total variation (TV). Both approaches should be taken.

Guidelines for acceptance of gage repeatability and reproducibility (% R&R) using both approaches de-
scribed above are:

® Under 10% error - Gage system O.K.

® 10%to 30% error - May be acceptable based upon importance of application,
cost of gage, cost of repairs, etc.

®  Over 30% error - Gage system needs improvement. Make every effort to
identify the problems and have them corrected.

D. EXAMPLE

The XYZ Corporation is starting an evaluation of measurement systems. The first measuring device to be
evaluated is a gasket thickness gage. The Quality Engineer decided to use ten parts to represent the variabil-
ity of the process, and three randomly selected operators from the inspector pool. Since time was a con-
straint, only two trials would be performed. The method of data collection and analysis follows the proce-
dures discussed earlier in this section with the results shown on Figure 44 and Figure 45.

The upper control limit (UCLy ) and the lower control limit (LCLg) for the individual ranges are calculated
as shown in Figure 44. The data could be plotted on a repeatability range control chart but analysis of the
range indicates that all ranges are in control (i.e., between the UCLg and LCLg). This means all operators
are consistent and are using the gage in the same w: y.

The measurement unit analysis and percent process variation for each component of variation must then be
calculated (see Figure 45). The results should be evaluated to determine if the measurement system is ac-
ceptable for its intended application. In this example, the % R&R is 25.2% and therefore the measurement
system would be considered marginal for measuring the process variation.
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OPERATOR/ PART AVERAGE
TRIAL # 1 2 3 4 5 6 7 8 9 10
1. A 1 065 [1.00 (085 {085 |055 |11.00 1095 |085 |1.00 (060 (083
2 2 060 (100 (080 |095 |045 |1.00 (095 |080 (100 (070 |___ 083
3 3
4. AVG. 0.63 |1.00 {0.83 {0.90 |0.50 [1.00 [0.95 [0.88 [1.00 [0.65 [X.,= 0.83
5. RNG. 0.05 {0.00 10.05 10.10 [0.10 [0.00 |0.00 |0.05 [0.00 |0.10 |R,= 0.05
6__B _1 055 105 080 [0.80 1040 1100 (095 (075 |1.00 055 | 079
7 2 055 095 075 |075.1040 |105 (1090 |070 (095 (050 (075
8 3
9. AVG. 0.55 [1.00 [0.78 |0.78 [0.40 [1.08 |0.93 |0.73 (098 [0.58 |X,= 0.77
10, _RNG. 0.00 0.10 ]0.05_|0.05 |0.00 [0.05 |0.05 |0.05 [0.05 [0.05 |Ry= 0.05
11. ¢ 1 050 |1.05 Q80 |080 1045 |1.00 [095 |0.80 (1.05 |085 | 083
12, 2 055 (100 1080 [0.80 (050 |1.05 (095 [0.80 {105 {080 | 083
13, 3
14. AVG. 0.53 [1.03 [0.80 |0.80 [0.48 [1.08 |0.95 |0.80 [1.05 [0.83 |X.= 0.83
15. RNG. 0.05 10,05 [0.00 ]0.00 [0.05 |0.05 |0.00 |0.00 [0.00 [0.05 |[R.= 0.8
16. PART _

AVG (X, 1057 11.01 [0.80 10.88 046 11.02 1094 [0.78 |1.01 |10.67 [R,= 0.56
17. [R,=0.05+R,=0.05+R.=0.03]/[# OF OPERATORS = 3] = R= 0.04
18. [ Max X = 0.83 - Min X = 0.77 ] = R-DiFF 0.06
19. [R=0.04 X D,*=0.13 | = UCLg 0.13
20. [R=0.04 x D3* =0.00 ] = LCLy 0.00

*D, = 3.27 for 2 trials and 2.58 for 8 trials; D4 = 0 for up to 7 trials. UCLy represents the limit of individual
R’s. Circle those that are beyond this limit. Identify the cause and correct. Repeat these readings using the
same appraiser and unit as originally used or discard values and re-average and recompute R and the limit-
ing value from the remaining observations.

Notes:

Figure 44. Gage Repeatability and Reproducibliity Data Sheet - Example

-128 -



OPEL -

V¥

&) vAUXHALL

Chapter IV, Section 2

Part No. and Name: Gasket Gage Name:
Characteristics: Thickness Gage No:
Specification: 0.6-1.0 mm Gage Type:
From data sheet: R = 0.04 Rpwr= 0.06

Thickness Gage Date: 4/12/88
X-2934 Performed by:
0.0 -10.1 mm

R, = 0.56

Measurement Unit Analysis

% Process Variation

Repeatability — Equipment Variation (EV)

AV = \/[()TDIFF X Kz)2 - (EVz/nr)]

EV =R xK, % EV = 100 [EV/TV]
= 0.04 X 4.56 Trials | ¥ = 100 [0.18/0.93)
=018 5 256 = 18.7%
8 3.05
Reproducibility — Appraiser Variation (AV) %AV = 100 [AV/TV]

J1(0.06 x 2.70)2 - (0.182/10 X 2))

= 100 [0.16/0.93]
= 16.8%

n = number of parts

— 016 Operators| 2 3 | r = number of trials
K, 3.65 | 2.70
Repeatability & Reproducibility (R & R)
R&R = [(EVZ+AV?) % R&R = 100 [R&R/TV]
- = 100 [0.24/0.93]
V(0.182 +0.16%) - K
Parts i - 95.2%
= 024 2 3.65
Part Variation (PV) 3 2.70
PV =RpxK, 4 2.30 %PV = 100.[PV/TV]
= 0.56 X 1.62 o 2.08 = 100 [0.90/0.93]
= 0.90 6 1.93 ~ 96.8%
7 1.82
Total Variation (TV) 8 174
TV _ \/‘22— 9 1.67
(R&R®+PV7) 10 1.62

= J(0.242+0.90%)

0.93

All caleulations are based upon predicting 5.15 sigma (99.0% of the area under the normal distribution curve).

K, is 5.15/d,, where d, is dependent on the number of trials (m) and the number of parts times the number of operators (g) which is
assumed to be greater than 15. d; values are from Appendix E.

AV - If a negative value is calculated under the square root sign, the appraiser variation (AV) defaults to zero (0).

K. is 5.15/d,*, where d,* is dependent on the number of operators (m) and (g) is 1, since there is only one range calculation.

K is 5.15/d,*, where d,* is dependent on the number of parts (m) and (g) is 1, since there is only one range calculation.

d,* is obtained from Table D,, “Quality Control and Industrial Statistics,” A.J. Duncan. (See Appendix H, Reference 9).

Figure 45. Gage Repeatabllity and Reproducibility Report - Example
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APPENDIX A

Some Comments on Subgrouping

Control charts are used to answer questions about aprocess. In order to have a control chart be useful it
is important that the charts answer the right questions. An X-bar chart asks the question, “Is the vari-
ation present in subgroup averages more than is expected based on the variation within subgroups?”.
Therefore, understanding sources of variation within and between subgroups is of paramount impor-
tance in understanding the control chart and the process variation. Most variables control charts com-
pare within subgroup variation to between subgroup variation, so it is important in interpreting the
control charts to form subgroups with an understanding of the possible sources of variation affecting
the process results. Consider the following example: A production process consists of four parallel
operations. It is suggested that variation in process output should be studied with control charts, soa
decision is to be made on how to collect the data for the charts. There are a variety of possible sampling
schemes that could be considered. Parts could be taken from each stream to form a subgroup or parts
from only one stream could be included in the same subgroup or subgroups could be formed by taking
parts from the combined stream of output without regard to their source. The numerical example below
provides an example of possible results obtained using these three methods.

Methods to collect data from the output of a multiple stream (spindle) production process

Combined output

Incoming parts

Method 3: A subgroup
consists of measurements from
the combined output of all
streamns,

Method 1: A subgroup consists .
of One OF MOre Measurements Method 2: Collect data from each

p stream separately. A subgroup

from each stream; this method of -

subgrouping is stratified. consists of measurements from only
one stream.

Every hour a 16 part sample is collected by taking the parts from four consecutive cycles from each stream.
The following is an example of the data.

Cycle of the Machine

Sample # A B C D
Stream 1 17 18 18 20
Stream 2 12 15 12 12
Stream 3 9 10 9 12
Stream 4 10 11 12 12

There are three sources of variation captured in the data. Cycle to Cycle variation is captured by different
columns in the array, stream to stream variation is captured by the rows of the array, and hour—to-hour
variation is captured by different samples of 16 parts.
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Appendix A - Comments on Subgrouping (Cont.)

One subgrouping scheme would be to plot the average and range of each column of each array of data. Using
this subgrouping scheme, stream to stream variation would be contained within each subgroup. Hour to
hour variation and cycle to cycle variation would contribute to differences between subgroups. Another pos-
sible subgrouping scheme would be to plot the average and range of each row of each array of data, With this
subgrouping scheme, cycle to cycle variation would be contained within each subgroup and hour to hour and
stream to stream variation would contribute to differences between subgroups.

Subgrouping by column Subgrouping by row ]
» A/B ¢ D X R 2) D X R )» A B ¢ D X R
S1 10 9 12 100 3 S1 11.0 3 S1 10 12 11 10 10.8 2
S2 15 12 12 123 3 S2 11 18 10 11 11.3 3 S2 11 12 12 11 115 1
3S3 18 18 20 183 3 S3 15 17 17 17 165 8 S3 16 16 20 16 17.0 4
S4 11 12 12 113 2 S4 12 15 12 11 125 2 S4 10 11 12 11 11.0 2
X 12.0 135 12.8 14 X 11.8 143 12.8 12,5 X 11.8 12.8 13.8 12.0
R 8 8 9 8 R 6 5 17 6 R 6 5 8 6
4 A B C D X R 5 A B C D X R 6) A B ¢C D X R
S1 7 6 6 8 68 2 S1 11 11 8 10 100 3 S1 8 10 7 6 7.8 4
S2 8 8 8 9 83 1 S2 18 15 13 15 14.0 2 S2 9 10 9 9 98 1
S3 14 15 15 13 143 2 83 17 18 19 16 175 3 53 15 15 14 15 14.8 1
S4 6 7 7 7 65 1 S4 11 12 11.8 2 5 6 6.0 2
X 9 8 9.3 133 13,0 X 95 10 88 90

Data from 20 consecutive hours are used to construct control charts with each subgrouping method.
Method 1: Subgrouping by column (Cycle)

This subgrouping scheme yields 80 subgroups of size n = 4. The average range is 7.85, and the upper control
limit for the range chart is 17.91 units. Within subgroup variation appears to be stable using this method.

Range Chart for Data Subgrouped by Column (Cycle)

16 UCLR
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X-Bar Chart for Data Subgrouped by Column (Cycle)

20

16 UCL%
8 .

4 LCLi
0 -

Method 2: Subgrouping by Row

The second subgrouping scheme yields 80 subgroups of size n = 4. The grand average is 11.76 units and the
average range is 2.84 units. The control limits for the X~bar chart are 13.83 and 9.70 units, and the upper

control limit for the range chart is 6.46 units. The control charts for this subgrouping scheme are shown
below.

Range Chart for Data Subgrouped by Row (Spindle)

20
16
12
U_CLR
—R

1R . e . 2 o %
16
- o v

TV .. Loly

The control charts for the different subgrouping schemes are very different even though they are derived
from the same data. The X-bar chart for data subgrouped by row shows a pattern: All of the points corre-
sponding to spindle 3 are noticeably higher than those from the other streams.The first X-bar chart does not
reveal the stream differences because readings from each stream are averaged to obtain each X—bar value.
By grouping the data differently, the charts address different questions. For the first set of charts, stream to
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stream variation is used as a basis of comparison. The R chart checks to see that stream to stream variation
is stable over time and the X-bar chart compares cycle to cycle and hour to hour with stream to stream
variation. The second set of charts use cycle to cycle variation as a basis for comparison. The R chart checks
to see that the cycle to cycle variation is stable over time and the X-bar chart compares stream to stream
variation and hour to hour variation with the base level of variation established by the ranges-i.e., cycle to
cycle variation. Since the stream to stream differences are so large. the control limits in the first set of charts
are much wider than the second set.

With the second subgrouping method the data could be used to create four separate sets of control charts
from the data, one for each stream.

R Charts

Stream 1 Stream 2 Stream 3 Stream 4

8V W S NN

'A' R YRYA IR

X-Bar Charts
Stream 1 Stream 2 Stream 3 Stream 4
20

4

This comparison of the charts shows that the average of the third stream is higher than the others and the
individual processes are out of control. The base level of variation used for study of the results from each
stream is cycle to cycle variation as reflected in the range. For each stream the effects of hour to hour vari-
ation are shown on the X-bar charts. By plotting the charts using the same scale, the level and variation for
each stream can be compared.

Method 8: The third method of sampling would be to sample the parts from the combined output from all
four streams. This method gives some insight into the variation that is sent to the next process but, we can no
longer differentiate which stream produced the part. Provided the parts in the combined stream are mixed,
the ranges reflect a mixture of stream to stream and cycle to cycle variation. The X-bar values contain, in
addition, hour to hour variation. If the hour to hour contribution to variation is large enough, that contribu-
tion will be seen as out of control points on the X-bar chart.
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Combined Output R Chart
16

12
8 A IM\ /A\ ;I/\\ TﬁA\
B A VAR W

Combined Output X-Bar Chart

The R chart checks to see if stream to stream and cycle to cycle variation is consistent over time, The X-bar
chart answers the question, “Is the variation in X-bar values what would be expected if cycle to cycle and
stream to stream variation were the only kinds of variation present in the process, or, is there additional
change hour to hour?”

As a general rule, the variation that is represented within subgroups should be the kind of variation that is
believed to be the least significant or least interesting as a subject for current study. In all cases, a method of
subgrouping should be used that will allow questions about the effects of potential sources of variation to be
answered.
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APPENDIX B

Overadjustment

Overadjustment.is the practice of treating each deviation from the target as if it were the result of the action
of a special cause of variation in the process. If a stable process is adjusted on the basis of each measurement
made, then the adjustment becomes an additional source of variation. The following examples demonstrate
this concept. The first graph shows the variation in results with no adjustment. The second graph shows the
variation in results when an adjustment is made to the process to compensate for each deviation from the
target. The third graph shows variation in results when adjustments are made to compensate only when the
last result was more than one unit from the target. This third case is an example of compensation to stay
within a set of specifications. Each method of adjustment increases the variation in the output, since the
variation without adjustment is stable (see Appendix H, Reference 4, Chapter 11).

Results with no adjustment

Normal
Variation

Note Increase
in Variation

Results with adjustment to compensate for last deviation from target if
deviation was greater than 1

Note Increase
in Variation
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APPENDIX C

Selection Procedure for the Use of the Control Charts
Described in This Manual

DETERMINE CHARACTERISTIC
TO BE CHARTED

1S THE
INTEREST IN

1S THE
INTEREST IN

ARE
THE DATA NONCONFORMING NONCONFORMITIES
VARIABLE? NITS-1.E., PERCENT, - LE..
“BAD" PARTS DISCREPANCIES/
PART?

IS THE IS THE NO[ Tsen
SAMPLE SIZE SAMPLE SIZE
YES CONSTANT? CONSTANT? CHART
USE np OR USE ¢ OR
p CHART u CHART
IS 1T
HOMOGENEOUS CAN
IN NATURE OR NOT SUBGROUP
CONDUCIVE TO NO AVERAGES BE NO MllEngiN
SUBGROUP SAMPLING CONVENIENTLY MEDIAN
- e.g., CHEMICAL »
BATH, PAINT COMPUTED?
BATCH,
ETC?
USE X-R
CHART
USE CHART FOR
INDIVIDUALS: X-MR
IS THERE
ABILITY TO —
NO _
CONVENIENTLY COMPUTE Ugﬁ xR

s FOR EACH
SUBGROUP?

Note: This chart assumes the meas-
urement system has been assessed
and is appropriate

USE X -8
CHART
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Relationship Between Cpm* and Other Indices With
(USL-T) = (T - LSL)**
LSL T UsL

B Cp CPL CPU Cpk Cpm

13 2 15 25 15 1.1

16 17 18
usL

10 11 12 p 14 1
LSL T

B Cp CPL CPU Cpk Cpm

14 2 20 20 20 200

5
10 M 12 13 H 15 16 17 18
LSL T USL

B Cp CPL CPU Cpk Cpm
15 2 25 15 15 111

10 11 12 13 14 p 16 17 18
7

LSL T usL

Y Cp CPL CPU Cpk Cpm

16 2 30 10 1.0 0.63

10 11 12 13 14 156 v 1

USsL
J Cp CPL CPU Cpk Cpm
17 2 35 05 05 043
10 11 12 13 14 15 16 1] 18

USL - LSL T x—T)?
*Com = ——, where 5. - i T = e i )
pm 6Gcom Ocpm = 4/ Z 1 T specification target, x; is a given

i=1
individual sample reading and n = total number of individual sample readings.

18
LSL T

** L.J. Chan, S.W. Cheng, and F.A. Spiring, “A New Measure of Process Capability : C,n,” Journal of
Quality Technology, Vol. 20, No. 3, July, 1989, p.16. Reprinted from the Journal of Quality Technol-
ogy, A Publication of the American Society for Quality Control.
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APPENDIX E

Table Of Constants and Formulas for Control Charts

X and R Charts* X and s Charts*
Chart for Chart for
Averages Averages Charts for
X) Chart for Ranges (R) X) Standard Deviations (s)
Divisors for Divisors for
Factors for  Estimate of Factors for Factors for Estimate of Factors for
Subgroup  Control Standard Control Control Standard Control
Size Limits Deviation Limits Limits Deviation Limits
n AE da D3 D4 A3 C4 B3 B4
2 1.880 1.128 - 3.267 2.659 0.7979 - 3.267
3 1.023 1.693 -~ 2574 1.954 0.8862 - 2.568
4 0.729 2.059 - 2282 1.628 0.9213 - 2.266
5 0.577 2,326 - 2114 1.427 0.9400 - 2.089
6 0.483 2.534 ~ 2,004 1.287 0.9515 0.030 1.970
7 0.419 2.704 0.076 1.924 1.182 0.9594 0.118 1.882
8 0.373 2.847 0.136 1.864 1.099 0.9650 0.185 1.815
9 0.337 2.970 0.184 1.816 1.032 0.9698 0.239 1.761
10 0.308 3.078 0.223 1.777 0.975 0.9727 0.284 1.716
11 0.285 3.173 0.256 1.744 0.927 0.9754 0.321 1.679
12 0.266 3.258 0.283 1.717 0.886 0.9776 0.354 1.646
13 0.249 3.336 0.307 1.693 0.850 0.9794 0.382 1.618
14 0.235 3.407 0.328 1.672 0.817 0.9810 0.406 1.594
15 0.223 3.472 0.347 1.653 0.789 0.9823 0.428 1.572
16 0.212 3.532 0.363 1.637 0.768 0.9835 0.448 1.552
17 0.203 3.588 0.378 1.622 0.739 0.9845 0.466 1.534
18 0.194 3.640 0.391 1.608 0.718 0.9854 0.482 1518
19 0.187 3.689 0.403 1.597 0.698 0.9862 0.497 1.503
20 0.180 3.735 0.415 1.585 0.680 0.9869 0.510 1.490
21 0.173 3.778 0.425 1.575 0.663 0.9876 0.523 1.477
22 0.167 3.819 0.434 1.566 0.647 0.9882 0.534 1.466
23 0.162 3.858 0.443 1.557 0.633 0.9887 0.545 1.455
24 0.157 3.895 0.451 1.548 0.619 0.9892 0.555 1.445
25 0.153 3.931 0.459 1.541 0.606 0.9896 0.565 1.435
UCLx, LCLg=X + AR UCLxg, LCLx =X + As§
UCLg = D,R UCL, =B,%
LCLR = D3R._ LCLS = B;S_
¢ =R/d, '0=5/c,4

* From ASTM publication STP-15D, Manual on the Presentation of Data and Control Chart Analysis,
1976; pp 134-136. Copyright ASTM, 1916 Race Street, Philadelphia, Pennsylvania 19103, Reprinted,
with permission.
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Median Charts, ** Charts for Individuals*
Chart for ‘ Chart for
Medijans Individuals
X) Chart for Ranges (R) X) Chart for Ranges (R)
Divisors for Divisors for
Factors for Estimate of Factors for Factors for Estimate of Factors for
Control Standard Control Control Standard Control
Limits Deviation Limits Limits Deviation Limits
Subgroup — ,
Size A2 dz D3 D4 E2 d2 D3 D4
2 1.880 1.128 - 3.267 2,660 1.128 - 3.267
3 1.187 1.693 -~ 2574 1.772 1.693 - 2.574
4 0.796 2.059 - 2282 1.457 2.059 - 2.282
5 0.691 2,326 - 2114 1.290 2.326 - 2114
6 0.548 2.534 - 2.004 1.184 2.534 - 2.004
7 0.508 2.704 0.076 1.924 1.109 2.704 0.076 1924
8 0.433 2.847 0.136 1.864 1.054 2.847 0.136 1.864
9 0.412 2.970 0.184 1.816 1.010 2.970 0.184 1.816
10 0.362 3.078 0.223 1,777 0.975 3.078 0.223 1.777
UCLE,LCLg=X + A, K UCLyx LCLy = X + E;R
UCLR = D4R_ UCLR = D4_RH
LCLR = D3IT LCLR = D3ﬁ
6 =R/d, 6 =R/d,

*  From ASTM publication STP-15D, Manual on the Presentation of Data and Control Chart Analysis,
1976; pp 134-136. Copyright ASTM, 1916 Race Street, Philadelphia, Pennsylvania 19103. Reprinted,
with permission.

o T"AZFawtors Derived from ASTM-STP-15D Data and Efficiency Tables Contained in W. J. Dixon and

F.J. Massey, Jr., Introduction to Statistical Analysis, Third Edition, 1969; Page 488; McGraw-Hill
Book Company, New York,
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Attribute Charts

p chart for proportion of units nonconforming, from samples not necessarily of constant size:

UCL, LCL,=p + 3/p(1-p) /Vn

or

=p +3/p(I-p)/n

np chart for number of units nonconforming, from samples of constant size:

UCL,,, LCLy, = np £ 3/np(1-p)

¢ chart for number of nonconformities, from samples of constant size:

UCL., LCL. =t + 3/&

u chart for number of nonconformities per unit, from samples not necessarily of constant size:

UCL,, LCL, = + 3/7//n
or

=0T+3

BE

Memo: Guide for selection of charts for attributes:

Nonconforming
NUMBER Units Nonconformities
(Simple, but needs
constant sample size) np ¢
PROPORTION
(More complex, but
adjusts to understandable p u
proportion, and can cope
with varying sample sizes)
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APPENDIX F
Standard Normal Distribution

P, = the proportion of process output beyond a particular value of interest (such as a specification limit)
that is z standard deviation units away from the process average (for a process that is in statistical control
and is normally distributed). For example, if z = 2.17, P, = .0150 or 1.5%. In any actual situation, this pro-

portion is only approximate.
|

|

SL . st

| |

| |

" x OR I

Pz : \ 'I Pz

—— ——
lz] X.x0 x.x1 x.x2 x.x3 x.x4 x.xD xx6  xx7 X.x8 x.x9
4.0 00003
3.9 -00005 .00005 .00004 .00004  .00004 .00004 .00004 .00004 .00003 .00003
3.8 00007 .00007 .00007 .00006  .00006 00006 .00006 .00005 .00005 .00005
3.7 .00011 .00010 .00010 .00010  .00009 .00009 .00008 .00008 .00008 .00008
3.6 -.00016 .00015 .00015 .00014  .00014 00013 .00013 .00012 .00012 .00011
3.5 00023 .00022 .00022 .00021  .00020 -00019 .00019 .00018 .00017 .00017
3.4 -.00034 .00032 .00031 .00030  .00029 00028 .00027 .00026 .00025 .00024
3.3 00048 .00047 .00045 .00043  .00042 .00040 .00039 .00038 .00036 .00035
3.2 -00069 .00066 .00064 .00062  .00060 .00058 .00056 .00054 .00052 .00050
3.1 .00097 .00094 .00090 .00087  .00084 .00082 .00079 .00076 .00074 .00071
3.0 00135 .00131 .00126 .00122  .00118 .00114 .00111 .00107 .00104 .00100
2.9 .0019 .0018 .0018 .0017 .0016 0016  .0015 .0015 .0014 .0014
2.8 0026  .0025 .0024 .0023 .0023 0022 .0021  .0021 .0020 .0019
2.7 .0035 .0034 .0033 .0032 .0031 .0030 .0029 .0028 .0027 .0026
2.6 0047  .0045 0044 .0043 .0041 0040  .0039 .0038 .0037 .0036
2.5 0062 .0060 .0059 .0057 .0055 0054 .0052 .0051 .0049 .0048
24 .0082  .0080 .0078 .0075 .0073 0071 .0069 .0068 .0066 .0064
2.3 0107 .0104 .0102 .0099 -0096 .0094  .0091 .0089 .0087 .0084
2.2 0139 .0136 .0132 .0129 .0125 0122 ,0119 .0116 .0113  .0110
2.1 0179 .0174 0170 .0166 0162 0158  .0154 .0150 .0146 .0143
2.0 0228 .0222 .0217 .0212 0207 0202 .0197 .0192 .0188 .0183
1.9 0287  .0281  .0274 .0268 0262 0256 .0250 .0244 0239 .0233
1.8 .0359  .0351 .0344 .0336 .0329 0322 0314 .0307 .0301 .0294
1.7 0446 .0436  .0427 .0418 .0409 .0401  .0392 .0384 .0375 .0367
1.6 0548 .0537 .0526 .0516 .0505 0495 0485 .0475  .0465  .0455
1.5 .0668 .0655 .0643 .0630 .0618 0606 .0594 0582 .0571 .0559
1.4 0808 .0793 .0778 .0764 0749 0735 .0721  .0708 .0694 .0681
1.3 0968 .0951 .0934 .0918 .0901 .0885 .0869 .0853 .0838 .0823
1.2 1151 .1131  .1112 1093 1075 -1056  .1038 1020  .1003  .0985
1.1 1357 1335 (1314 (1292 1271 J1251 1230 1210 .1190 .1170
1.0 1587 1562 1539  .1515 .1492 1469 1446 .1423  .1401 .1379
0.9 1841 1814  .1788  .1762 1736 1711 1685 .1660 1635  .1611
0.8 2119 2090  .2061 .2033 .2005 1977 01949 1922 (1894 .1867
0.7 2420 2389  .2358  .2327 2297 2266 2236 2206 .2177 .2148
0.6 2743 2709 2676  .2643 2611 2578 2546 2514 2483  .2451
0.5 3085  .3050  .3015  .2981 .2946 2912 2877  .2843 .2810 .2776
0.4 3446 .3409 3372  .3336 .3300 3264 3228 3192 3156  .3121
0.3 3821 3783 3745  .3707 .3669 3632 3594 3557 .3520  .3483
0.2 4207 4168 4129 .4090 .4052 4013 .3974  .3936 .3897  .3859
0.1 4602 4562 4522  .4483 .4443 -4404 4364 4325  .4286  .4247
0.0 5000 4960  .4920  .4880 .4840 4801 4761 4721 4681  .4641
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Appendix G

Glossary of Terms and Symbols

These are intuitive descriptions of terms used in this manual, For operational and mathematical definitions

see References in Appendix H.

Terms Used in Thig Manual

Advanced Statistical
Methods

Attributes Data

Average (see also Mean)

Awareness

Basic Statistical Methods

Binomial Distribution
Cause-and-Effect Diagram
Central Line

Characteristie

Common Cause

More sophisticated techniques of statistical process analysis and
control than included in Basie Statistical Methods; this can include
more advanced control chart techniques, regression analysis, design of
experiments, advanced problem-solving techniques, etc.

Qualitative data that can be counted for recording and analysis. Exam-
ples include characteristics such as the presence of a required label, the
installation of all required fasteners, the absence of errors on an ex-
pense report. Other examples are characteristics that are inherently
measurable (i.e., could be treated as variables data), but where the
results are recorded in a simple yes/no fashion, such as acceptability of
a shaft diameter when checked on a go/no-go gage, or the presence of
any engineering changes on a drawing. Attributes data are usually
gathered in the form of nonconforming units or of nonconformi-
ties; they are analyzed by p, np, ¢ and u control charts. (See also
Variables Data.)

The sum of values divided by the number (sample size) of values; des-
ignated by a bar over the symbol for the values being averaged: e.g., X
(X bar) is the average of the X values within a subgroup; X (X double

bar) is the average of subgroup averages; X (X tilde-bar) is the average
of subgroup medians; R is the average of subgroup ranges.

Personal understanding of the interrelationship of quality and produc-
tivity, directing attention to the requirement for management com-
mitment and statistical thinking to achieve never-ending improve-
ment.

Applies the theory of variation through use of basic problem-solv-
ing techniques and statistical process control; includes control
chart construction and interpretation (for both variables and attrib-
utes data) and eapability analysis.

A discrete probability distribution for attributes data that applies
to conforming and nonconforming units and underlies the p and
np charts.

A simple tool for individual or group problem-solving that uses a
graphic description of the various process elements to analyze poten-
tial sources of process variation. Also called fishbone diagram (after
its appearance) or Ishikawa diagram (after its developer).

The line on a control chart that represents the average value of the
items being plotted.

A distinguishing feature of a process or its output on which vari-
ables or attributes data can be collected.

A source of variation that affects all the individual values of the
process output being studied; in control chart analysis it appears as
part of the random process variation.
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Consecutive

Continual Improvement
in Quality and Produectivity

Control
Control Chart

Control Limit

CUSUM

Detection

Distribution

Individual

Location

Mean
Median

Units of output produced in succession; a basis for selecting subgroup
samples.

The operational philosophy that makes best use of the talents within
the Company to produce products of increasing quality for our custom-
ers in an increasingly efficient way that protects the return on invest-
ment to our stockholders. This is a dynamic strategy designed to en-
hance the strength of the Company in the face of present and future
market conditions. It contrasts with any static strategy that accepts
(explicitly or implicity) some particular level of outgoing defects as in-
evitable.

See Statistieal Control.

A graphic representation of a charaeteristic of a process, showing
plotted values of some statistic gathered from that characteristic, a
central line, and one or two control limits. It minimizes the net
economic loss from Type I and Type II errors. It has two basic uses:
as ajudgment to determine if a process has been operating in statisti-
cal control, and to aid in maintaining statistical control.

Aline (or lines) on a control chart used as a basis for judging the sta-
bility of a process. Variation beyond a control limit is evidence that
special causes are affecting the process. Control limits are calcu-
lated from process data and are not to be confused with engineering
specifications.

An advanced statistical method that uses the current and recent past
process data to detect small to moderate shifts in the process average
or variability. CUSUM stands for “cumulative sum” of deviations from
the target and puts equal weight on the current and recent past data.

A past-oriented strategy that attempts to identify unacceptable out-
put after it has been produced and then separate it from the good out-
put. (See also Prevention).

A way of describing the output of a stable system of variation, in
which individual values are not predictable but in which the out-
comes as a group form a pattern that can be described in terms of its
location, spread, and shape. Location is commonly expressed by
the mean or average, or by the median; spread is expressed in terms
of the standard deviation or the range of a sample; shape involves
many characteristics such as symmetry and peakedness, but these are
often summarized by using the name of a common distribution such as
the normal, binomial, or Poisson.

A single unit, or a single measurement of a characteristie, often de-
noted by the symbol X.

A general concept for the typical values of central tendency of a distri-
bution.

The average of values in a group of measurements.

The middle value in a group of measurements, when arranged from
lowest to highest; if the number of values is even, by convention the
average of the middle two values is used as the median. Subgroup me-
dians form the basis for a simple control chart for process loca-
tion. Medians are designated by a tilde (™) over the symbol for the

individual values: X is the median of a subgroup.
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Moving Range

Nonconforming Units

Nonconformity

Normal Distribution

Operational Definition

Pareto Chart

Poisson Distribution

Prevention

Problem-Solving

<> B

The difference between the highest and lowest value among two or
more successive samples such that as each additional data point is ob-
tained, the range associated with that point is computed by adding the
new point and deleting the ‘oldest’ chronological point, so that each
range calculation has at least one shared point from the previous range
calculation. Typically, the moving range is utilized on control charts
for individuals and uses two-point (consecutive points) moving ranges
most of the time.

Units which do not conform to a speecification or other inspection
standard; sometimes called discrepant or defective units. p and np
control charts are used to analyze systems producing nonconform-
ing units,

A specific occurrence of a condition which does not conform to a speei-
fication or other inspection standard; sometimes called a discrepancy
or a defect. An individual nonconforming unit can have the poten-
tial for more than one nonconformity (e.g., a door could have several
dents and dings; a functional check of a carburetor could reveal any ofa
number of potential discrepancies). ¢ and u eontrol charts are used
to analyze systems producing nonconformities,

A continuous, symmetrical, bell-shaped frequency distribution for
variables data that is the basis for the control charts for variables.
When measurements have a normal distribution, about 68.26% of all
individuals lie within plus or minus one standard deviation unit of
the mean, about 95.44% lie within plus and minus two standard devia-
tion units of the mean while about 99.73% lie within plus and minus
three standard deviation units of the mean. These percentages are the
basis for control limits and control chart analysis (since subgroup av-
erages tend to be normally distributed even if the output as a whole is
not), and for many eapability decisions (since the output of many in-
dustrial processes follows the.normal distribution).

A means of clearly communicating quality expectations and perform-
ance; it consists of (1) a criterion to be applied to an object or to a
group, (2) a test of the object or of the group, (3) a decision : yes or no -
the object or the group did or did not meet the criterion.

A simple tool for problem solving that involves ranking all potential
problem areas or sources of variation according to their contribution
to cost or to total variation. Typically, a few causes account for most of
the cost (or variation), so problem-solving efforts are best prioritized
to concentrate on the “vital few” causes, temporarily ignoring-the
“trivial many.”

A discrete probability distribution for attributes data that applies
to nonconformities and underlies the ¢ and u control charts.

A future-oriented strategy that improves quality and productivity by
directing analysis and action toward correcting the proecess itself,
Prevention is consistent with a philosophy of never-ending im-
provement. (See also Detection).

The process of moving from symptoms to causes (special or com-
mon) to actions that improve performance. Among the basic tech-
niques that can be used are Pareto charts, cause—and-effect diagrams
and statistical process control techniques.

~151 -



Appendix G - Glossary (Cont.)

Process

Process Average

Process Capability

- Variables Data Case

- Attributes Data Case

Process Control

Process Performance

Process Spread

Quadratic
Randomness

Random Sampling

Range

Rational Subgroup

Run

The combination of people, equipment, materials, methods, and envi-
ronment that produce output - a given product or service. A process
can involve any aspect of our business, A key tool for managing proc-
esses is statistical process control.

The location of the distribution of measured values of a particular
process characteristic, usually designated as an overall average,
X.

The total range of a stable process’s inherent variation ( 60r/d, ).

1) A process’s inherent capability is defined as 60w/a, .

2) A process’s capability of meeting specification (i.e., % output within
specification) can be estimated by indices that consider process center-
ing as well as spread (e.g., C,x), with some assumptions. However,
more precise methods also exist for this estimation.

A process’s capability is usually defined as the average proportion or
rate of defects or defectives. From control charts, for example, capabil-

ity is defined as P , ¢, or U, where capability refers directly to the aver-
age proportion or rate of output that does not meet specification (or as

1-P, etc., the percentage of output within specification),

See Statistical Process Control.

The total range of a process’s total variation (60s ),

The extent to which the distribution of individual values of the
process characteristic vary; often shown as the process average
plus or minus some number of standard deviations (e.g.,
“X £ 307").

Of or pertaining to a second order mathematical relationship; a good
common example of something that is quadratic is a parabola.

A condition in which individual values are not predictable, although
they may come from a definable distribution,

The process of selecting units for a sample of size, n, in such a manner
that all combinations of n units under consideration have an equal
chance of being selected as the sample.

The difference between the highest and lowest values in a subgroup, a
sample, or a population.

A subgroup gathered in such a manner as to give the maximum chance
for the measurements in each subgroup to be alike and the maximum
chance for the subgroups to differ one from the other. This subgroup-
ing scheme assumes a desire to determine whether or not a process’s
variation appears to come from a constant system of chance causes.

A consecutive number of points consistently increasing or decreasing,
orabove or below the eentral line. Can be evidence of the existence of
special causes of variation,
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Run Chart

Sample

Shape

Sigma (o)
Special Cause

Specification

Spread
Stability

Stable Process
Standard Deviation

Statistic

Statistical Control

Statistical Process Control

Subgroup

OPEL & ‘ ‘
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A simple graphic representation of a characteristic of a process,
showing plotted values of some statistie gathered from the process
(often individual values) and a central line (often the median of

the values), which can be analyzed for runs. (See also Control
Chart.)

In process control applications, a synonym with Subgroup; this use
is totally different from the purpose of providing an estimate of a larger
group of people, items, etc.

A general concept for the overall pattern formed by a distribution of
values.

The Greek letter used to designate a standard deviation.

A source of variation that is intermittent, often unpredictable, unsta-
ble; sometimes called an assignable cause. It is signalled by a point be-
yond the control limits or a run or other non-random pattern of
points within the control limits.

The engineering requirement for judging acceptability of a particular
charaecteristic. A specification is never to be confused with a control
limit. Ideally, a specification ties directly to or is compatible with the
customer’s (internal and/or external) requirements or expectations.

The span of values from smallest to largest in a distribution. (See also
Process Spread.)

The absence of special causes of variation; the property of being in
statistical control.

A process that is in statistical control.

A measure of the spread of the process output or the spread of a sam-
pling statistic from the process (e.g., of subgroup averages); de-
noted by the Greek letter o (sigma), or the letter s. (For sample stan-
dard deviation.)

A value calculated from or based upon sample data (e.g., a subgroup
average or range), used to make inferences about the process that
produced the output from which the sample came.

The condition describing a process from which all special causes of
variation have been eliminated and only common causes remain;
i.e., observed variation can be attributed to a constant system of
chance causes; evidenced on a control chart by the absence of points
beyond the control limits and by the absence of non-random pat-
terns or trends within the control limits.

The use of statistical techniques such as control charts to analyze a
process or its outputs so as to take appropriate actions to achieve and
maintain a state of statistical control and to improve the process
capability.

One or more events or measurements used to analyze the performance
of a process. Rational subgroups are usually chosen so that the vari-
ation represented within each subgroup is as small as feasible for the
process (representing the variation from common causes), and so
that any changes in the process performance (i.e., special causes)
will appear as differences between subgroups. Rational subgroups are
typically made up of consecutive pieces, although random samples
are sometimes used.
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Type I Error

Type II Error

Variables Data

Variation

— Inherent Variation
- Total Variation

Zone Analysis

Rejecting an assumption that is true; e.g., taking action appropriate for
a special cause when in fact the process has not changed; overcon-
trol.

Failing to reject an assumption that is false; e.g., not taking appropri-

" ateaction when in fact the process is affected by special causes; un-

dercontrol.

Quantitative data, where measurements are used for analysis. Exam-
ples include the diameter of a bearing journal in millimeters, the clos-
ing effort of a door in newtons, the concentration of electrolyte in per-

cent, or the torque of a fastener in newton-meters. X and R, X ands,
median and individuals and moving range control charts are
used for variables data. (See also Attributes Data.)

The inevitable differences among individual outputs of a process; the
sources of variation can be grouped into two major classes: Common
Causes and Special Causes. '

That process variation due to common causes only, estimated by
6F/d2-

That process variation due to both common and special causes, esti-
mated by s

This is a method of detailed analysis of a Shewhart control chart which
divides the X-bar chart between the control limits into three equidis-
tant zones above the mean and three equidistant zones below the
mean. These zones are sometimes referred to as “sigma” zones (sigma
here is the standard deviation of the AVERAGE distribution, not the
individuals). Each zone is assigned a probability for the proportion of
points expected to be found there, provided the data is normally dis-
tributed (i.e., “in control”). For example, the zones adjacent to the
mean are assigned probabilities of .3413, the next zones have a prob-
ability of .136 and-the outer zones have a probability of .02135. The ar-
eas beyond the upper and lower control limit are each assigned a prob-
ability of ,00135. Data may then be tested for unnatural patterns based
on where the data points lie in relation to these zones. Probabilities for
Range charts are dependent on sample size, while probabilities for at-
tribute charts are based on binomial or poisson distributions. The
rules of thumb derived from this system may be used as an early warn-
ing system for subtle process changes which may not be reflected as
points beyond the control limits. The reader is referred to the Western
Electric “Statistical Quality Control Handbook”, pp.25-31, 180-183
for more information. (Appendix H, Reference 7.)
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bols a

CPL

CPU

CR

dy
Da: D4

LCL

LSL
MR

=]

in This Manual
A multiplier of R used to calculate the control limits for averages; tabled in Appendix E.

A multiplier of R used to calculate the control limits for medians; tabled in Appendix E.
A multiplier of § used to calculate the control limits for averages; tabled in Appendix E.

Multipliers of § used to calculate the lower and upper control limits, respectively, for
sample standard deviations; tabled in Appendix E.

The number of nonconformities in a sample; the ¢ chart is described in Chapter ITI, Sec-
tion 3.

The average number of nonconformities in samples of constant size n.

The divisor of § used to estimate the process standard deviation; tabled in Appendix E.
The capability index for a stable process, typically defined as (_(1861‘_"1‘3112.
OR/d,

The capability index for a stable process, typically defined as the minimum of CPU or
CPL.

(X-LSL)

The lower capability index, typically defined as
30}(/‘12

The upper capability index, typically defined as (UBSLY)_
O%/dy

The capability ratio for a stable process, typically defined as __EU_R'L“Z__
(USL - LSL)
A divisor of R used to estimate the process standard deviation; tabled in Appendix E.

Multipliers of R used to calculate the lower and upper control limits, respectively, for
ranges; tabled in Appendix E,

A multiplier of R used to calculate control limits for individuals; tabled in Appendix E.

The number of subgroups being used to calculate control limits.

The lower control limit; LCLg, LCLg, LCL,, etc., are, respectively, the lower control
limits for averages, ranges, proportion nonconforming, etc.

The lower engineering specification limit,
The moving range of a series of data points used primarily on a chart for individuals.
The number of individuals in a subgroup; the subgroup sample size.

The average subgroup sample size,
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np

np

=

wmom m W

w

wi

SL

=

UCL

USL

>

The number of nonconforming items in a sample of size n; the np chart is described in
Chapter III, Section 2.

The average number of nonconforming items in samples of constant size n.

The proportion of units nonconforming in a sample; the p-chart is discussed in Chapter
II1, Section 1.

The average proportion of units nonconforming in a series of samples.

The performance index, typically defined as (ES%Z_@
: )
The performance ratio, typically defined as __665—_
(USL-LSL)

The performance index, typically defined as the minimum of US;‘A_ X or X-; IjSL .
Oy Oy

The proportion of output beyond a point of interest, such as a particular specification
limit, z standard deviation units away from the process average.

The subgroup range (highest minus lowest value); the R chart is discussed in Chapter II.
The average range of a series of subgroups of constant size.
The average of series of average ranges of subgroups of constant size.

The median range of a series of ranges from subgroups of constant size.

The sample standard deviation for subgroups; the s—chart is discussed in Chapter II, Sec-
tion 2. ‘ :

The sample standard deviation for processes; s is discussed,in Chapter II, Section 5.

The average sample standard deviation of a series of subgroups, weighted if necessary by
sample size.

A unilateral engineering specification limit.

The number of nonconformities per unit in a sample which may contain more than one
unit; the u chart is discussed in Chapter III, Section 4.

The average number of nonconformities per unit in samples not necessarily of the same
size.

The upper control limit; UCLg, UCLg, UCL,,etc., are, respectively, the upper control
limits for averages, ranges, proportion nonconforming, etc.

The upper engineering specification limit,.

An individual value, upon which other subgroup statistics are based; the chart for indi-
viduals is discussed in Chapter II, Section 4.

The average of values in a subgroup; the X —chart is discussed in Chapter II, Section 1.
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X

i

N X

o(sigma)

g

0x, Oy, Op, etc.

Oxya,

The average of subgroup averages (weighted if necessary by sample size); the measured

process average, Note: In this manual, X is used for the process average of an individuals
chart (Chapter II, Section 4) even though it represents only one level of averaging (the

individual data points), to avoid confusion with X which otherwise always refers to sub-
group average.

The median of values in a subgroup; the chart for medians is discussed in Chapter II, Sec-
tion 3 (X tilde). ’

The average of subgroup medians; the estimated process median. (X tilde bar).

The number of standard deviation units from the process average to a value of interest
such as an engineering specification. When used in capability assessment, Zys. is the dis-

tance to the upper specification limit, Z1s; is the distance to the lower specification limit,
and Z,,, is the distance to the nearest specification limit.

The standard deviation of the distribution of individual values of a process characteristic.

An estimate of the standard deviation of a process characteristic.

The standard deviation of a statistic based on sample process output, such as the stan-

dard deviation of the distribution of subgroup averages (which is ¢ //n), the standard
deviation of the distribution of subgroup ranges, the standard deviation of the distribu-
tion of proportion of nonconforming items, ete.

The estimate of the standard deviation of a process using the sample standard deviation
of a set of individuals about the average of the set.

The estimate of the standard deviation of a stable process using the average range of sub-
grouped samples taken from the process, usually within the context of control charts,
where the d, factor is tabled in Appendix E.
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Supplier/SPC Manual User Feedback Process

Consistent with the concept of continual improvement, this automotive industry statistical process control
{(SPC) manual is being subjected to a formal annual review/revision process during the month of October of
each calendar year. In line with the concept of customer satisfaction, this annual review will entail considera-
tion of not only any applicable vehicle manufacturer requirement changes from year to year but also of
feedback from users of the manual for the purpose of making it more value-added and effective to the
automotive industry and user communities, Accordingly, please feel free to offer, in writing, your feedback
comments, both pro and con, relative to the manual’s understandability, “user—friendliness,” etc., in the
area indicated below. Please indicate specific manual page numbers, where appropriate. Forward your
feedback to the address indicated below:

Your Name

Representing

Supplier/Company/Division Name

Address

Phone ( )

Please list your top three automotive customers and their locations.

Customer Location
Customer Location
Customer Location

Feedback Comments
(attach additional
sheets if needed)

Send Comments To: C.Q.l. Project Team Coordinator
AIAG Headquarters - Suite 200
26200 Lahser Rd.
Southfield, Mich. 48034
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CONTROL CHART
PLANT DEPT. OPERATION - _ob._.mOOZ._.mO_.F_E._‘mO_»_’OC_LﬂmD ENGINEERING SPECIFICATION PART NO.
MACH. NO. DATES CHARACTERISTIC SAMPLE SIZE/FREQUENCY PART NAME
X = Average X = UCL=X+A2R = LCL=X-A2R= f AVERAGES (X BAR CHART) ACTION
ON SPECIAL CAUSES
+ ANY POINT QUTSIDE QF THE CONTROL LIMITS
» A RUN OF 7 POINTS ALL ABOVE OR ALL BELOW
THE CENTRAL LINE
« A RUN OF 7 POINTS UP OR DOWN
« ANY OTHER OBVIOUSLY NON-RANDOM PATTERN
ACTION INSTRUCTIONS
1.
2.
3.
A = AverageR = UCL=D4R = LCL=DsRA = * RANGES (R CHART) 4.
5.
SUBGROUP
SIZE Az D3 Da
2 1.88 %  3.27
3 1.02 % 257
4 73+ 228
DATE 5 58 * 211
TIME 6 48 * 2.00
R ! 7 42 08 1.92
al 2 8 37 .14 1.86
DI 3
I 9 34 18 1.82
ol 10 31 22 1.78
sl s
SuUM
= : THE PROCESS MUST BEIN
X 15.0F READINGS CONTROL BEFORE CAPABILITY
a. HGHEST- CAN BE DETERMINED.
LOWEST

* For sample sizes of less than saven, thers is no lower contre! limit for ranges.



Number

(Subgroup sizes
must be equal.)

Proportion

(Subgroup sizes need
not be equal.)

ATTRIBUTE CONTROL CHART FORMULAS

forimi
- npchat ==

UCLyp, LCLyp = np + 3/nF (1-p)

p chart

UCLp, LCLp, = p 3 /ﬂ?n'—m—

Nonconformities
—_¢Chart

UCL;, LCL; = T+ 3,8

u Chart

o
UCLy, LCLy = T 3\/;

COMMENTS

ACTION
On Special Causes

* Any Point Outside of the Control
Limits

* Any Run of 7 Points — All Above or
All Below the Central Line

* A Run of 7 Points Up or Down

* Any Other Obviously Non-Random
Pattern

ACTION




CONTROL CHART FOR ATTRIBUTE DATA

PLANT PART NUMBER AND NAME
e O <
np D u D
DEPARTMENT OPERATION NUMBER AND NAME
DIMITS GAL CULATED
; Average Sample Size:
Avg.= UCL= LCL= Frequgncy: p
Sample
(n)
@] Number
Q (np,c)
g
o o
Q| Proportion
A (p,v)
Date

(Shift, Time, etc.)

ANY CHANGE IN PEOPLE, EQUIPMENT, MATERIALS, METHODS, ENVIRONMENT, OR MEASUREMENT SYSTEMS, SHOULD BE
NOTED. THESE NOTES WILL HELP YOU TO TAKE CORRECTIVE OR PROCESS IMPROVEMENT ACTION WHEN SIGNALLED BY THE

CONTROL CHART.

DATE

TIME

COMMENTS

(Over)
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