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Preface

Almost everything in life is a problem. Even when we go on vacations
to escape our problems, we quickly discover that vacations merely bring
problems that differ in kind or magnitude from the ones of daily living.
In addition, we often find that the solution to one problem becomes the
basis of the next one. For example, closing on a house solves the problem
of buying a house, but usually means the initiation of a whole new set of
problems pertaining to home ownership.

Because problems are a central part of human life, it is important to un-
derstand the nature of problemsolving and the sources that canmake it dif-
ficult.When people have problems, howdo they identify, define, and solve
them? When and why do they succeed at problem solving and when and
why do they fail? How can problem-solving performance be improved?

Our goal for this book is to organize in one volume what psychologists
know about problem solving and the factors that contribute to its success
or failure. To accomplish this goal, we gave each of our contributors the
following problem: “Use your area of expertise to determine what makes
problem solving difficult.” By examining why problem solving is often
difficult for people, we hope to discover how to make it easier and more
productive. However, the book’s focus is not a discouraging one that em-
phasizes only failures in problem solving. Instead, it provides a balanced
view of why problems are and are not solved successfully. Therefore, the
book is organized by factors that affect problem-solving performance, such
as intellectual abilities, workingmemory,motivation, and transfer of train-
ing, rather than by area of endeavor, such as mathematics, social science,
natural science, and history. Each chapter focuses on one or more factors
that are common to the solution of a wide range of problems. However,
the extent to which these factors affect problem-solving performance can
vary from one type of problem to another.

The book is divided into four parts. Part I comprises the introduction
to the book and to the field of problem solving. In chapter 1, Jean Pretz,
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x Preface

Adam Naples, and Robert Sternberg describe the steps and mental pro-
cesses that individuals usewhen successfully solving awide range of prob-
lems. These authors thendiscuss different types of problems andhow these
types influence our recognition, definition, and mental representation of
problem situations. Anders Ericsson, in chapter 2, reviews the historical
context and methodology for research on problem solving. In addition, he
presents contemporary research in a variety of domains that demonstrates
how and why deliberate practice affects problem-solving performance.

Part II focuses on individual differences in, and the influences of, the
abilities and skills that humans bring to problem situations. In chapter 3,
Dorit Wenke and Peter Frensch discuss whether intellectual ability influ-
ences individuals’ ability to solve complex problems. Chapter 4, by Todd
Lubart andChristopheMouchiroud, reviewswhen andwhy creative prob-
lem solving is difficult for many individuals. In chapter 5, Janet Davidson
describes the difficulties surrounding insightful problem solving and dis-
cusses fourapproaches that explain individualdifferences in its occurrence.
David Hambrick and Randall Engle propose, in chapter 6, that working
memory and differences in its capacity play an important role in problem
solving, especially when irrelevant information needs to be suppressed
or tasks are complex. The final chapter in this part, written by Shannon
Whitten and Arthur Graesser, describes the roles that text comprehension
and knowledge base play inmost problem-solving situations. This chapter
also reviews models that explain how text is represented mentally after it
is comprehended.

Part III covers motivational and emotional states and cognitive strate-
gies that influence problem-solving performance. In chapter 8, Barry
Zimmerman and Magda Campillo review how and why motivation and
personal resourcefulness influence problem-solving performance in both
formal and informal contexts. In addition, these authors present a cycli-
cal model of problem solving that identifies self-regulatory processes and
sources of motivation that are central to successful problem solving in a
wide range of situations. Norbert Schwarz and Ian Skurnik, in chapter 9,
describe how our moods and emotions inhibit or facilitate thinking and
problem solving. In chapter 10, Keith Stanovich presents a collection of
related processing styles or computational biases that predispose individ-
uals, for evolutionary reasons, to make particular judgments and pursue
certain problem-solving paths. Miriam Bassok, in chapter 11, discusses
the conditions that allow or prohibit individuals from transferring well-
learned problem-solving procedures to new problem situations.

It should be noted that the division of chapters into parts II and III is
not meant to imply that individuals are the sole source of problem-solving
success or failure. The role of the problem is discussed throughout the
book. Some problems require certain abilities, skills, states, and strategies
that other problems do not require.



Preface xi

The final section, part IV, is a chapterwritten byKenneth Kotovsky. This
chapter summarizes and integrates the various contributions to the book.
It also challenges us to approach the field of problem solving in newways.

Manypeoplehelpedmake this bookpossible.We thankall of the authors
for working with us and producing excellent chapters. Their chapters will
help us solve the problem of why problem solving can be difficult. Philip
Laughlin, our wonderful editor at Cambridge University Press, expertly
solved the problems that arose in all phases of the book’s development.
Our colleagues at Lewis & Clark College and Yale University provided the
intellectual stimulation that inspired us to pursue this book.We also thank
each other. Over the years, we have learned how to work together to solve
the problems that naturally occur during cross-continental collaborations.

Preparation of this book was supported, in part, by Grant REC-9979843
from the National Science Foundation and by a government grant under
the Javits Act Program (Grant No. R206R000001) as administered by the
Office of Educational Research and Improvement,U.S.Department of Edu-
cation. The views and findings presented in this volume do not necessarily
represent the policies or the positions of the National Science Foundation
or the U.S. Department of Education.

J.E.D.
R.J.S
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Recognizing, Defining, and Representing Problems

Jean E. Pretz, Adam J. Naples, and
Robert J. Sternberg

What are the problems that you are currently trying to solve in your life?
Most of us have problems that have been posed to us (e.g., assignments
from our supervisors). But we also recognize problems on our own (e.g.,
you might have noticed the need for additional parking space in the city
where you work). After identifying the existence of a problem, we must
define its scope and goals. The problem of parking space is often seen as a
need for more parking lots or parking garages. However, in order to solve
this problem creatively, it may be useful to turn it around and redefine it as
a problem of toomany vehicles requiring a space in which to sit during the
workday. In that case, you may be prompted to redefine the problem: You
decide to organize a carpool among people who use downtown parking
lots and institute a daytime local taxi service using these privately owned
vehicles. Thus, you solve the problem not as you originally posed it but as
you later reconceived it.

Problem solving does not usually begin with a clear statement of the
problem; rather, most problems must be identified in the environment;
then they must be defined and represented mentally. The focus of this
chapter is on these early stages of problem solving: problem recognition,
problem definition, and problem representation.

the problem-solving cycle

Psychologists have described the problem-solving process in terms of a
cycle (Bransford & Stein, 1993; Hayes, 1989; Sternberg, 1986). The cycle
consists of the following stages in which the problem solver must:

1. Recognize or identify the problem.
2. Define and represent the problem mentally.
3. Develop a solution strategy.
4. Organize his or her knowledge about the problem.

3



4 Pretz, Naples, and Sternberg

5. Allocate mental and physical resources for solving the problem.
6. Monitor his or her progress toward the goal.
7. Evaluate the solution for accuracy.

The cycle is descriptive, and does not imply that all problem solving
proceeds sequentially through all stages in this order. Rather, successful
problem solvers are those who are flexible. The steps are referred to as
forming a cycle because, once they are completed, they usually give rise to
a new problem, and then the steps need to be repeated. For example, if you
solve the parking-space problem by carpooling, then you may find that
you are facing the problem of a work schedule that diverges from that of
the person or people with whom you carpool. In other words, the solution
to one problem gave rise to another problem, which then again needs to
be solved through the problem-solving cycle.

classes of problems

There are two classes of problems: those that are considered well defined
and others that are considered ill defined.Well-defined problems are those
problems whose goals, path to solution, and obstacles to solution are clear
based on the information given. For example, the problem of how to cal-
culate the price of a sale item is well defined. You see the original price
on the tag, calculate the discount percentage, and subtract this amount
from the original price. The solution is a straightforward calculation. In
contrast, ill-defined problems are characterized by their lack of a clear
path to solution. Such problems often lack a clear problem statement as
well, making the task of problem definition and problem representation
quite challenging. For example, the problem of how to find a life partner
is an ill-defined problem. How do you define “life partner”? What traits
should that individual have? Where do you look to find such a person?
Only after considerable work has been done to formulate the problem can
an ill-defined problem become tractable. Even at this stage, however, the
path to solutionmay remain fuzzy.Multiple revisions of the problem repre-
sentation may be necessary in order to find a path to a solution. In contrast
to well-defined problems, ill-defined problems can lead to more than one
“correct” solution.

The solution process for well-defined problems has been studied ex-
tensively, often using algorithms to describe how each step of a prob-
lem is solved (e.g., Newell & Simon, 1972). A well-defined problem can
be broken down into a series of smaller problems. The problem may
then be solved using a set of recursive operations or algorithms. In con-
trast, algorithms cannot be used to solve ill-defined problems precisely
because the problem cannot be easily defined as a set of smaller compo-
nents. Before a path to solution is found, ill-defined problems often require
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a radical change in representation. For example, consider the following
problem:

You have a jug full of lemonade and a jug full of iced tea. You si-
multaneously empty both jugs into one large vat, yet the lemonade
remains separate from the iced tea. How could this happen?

At first, this puzzle is difficult. You imagine two pitchers of refreshing
drinks being poured into a common vessel and wonder how they could
not mix. (It is safe to assume that the lemonade and iced tea have simi-
lar densities). However, if you change your mental representation of the
lemonade and iced tea, you see that frozen drinks could be easily poured
into the same vatwithoutmixing. Though the problem itself does not spec-
ify the state of the drinks, most people assume that they are liquid, as is
usually the case. But this constraint is simply an assumption. Of course,
this puzzle is a fairly trivial one. But in life, we often make unwarranted
assumptions in our everyday problem solving. Such assumptions can in-
terferewith our ability to discover a novel solution to an ordinary problem.

problem recognition, definition, and representation

Problem recognition, definition, and representation are metalevel exec-
utive processes, called metacomponents in Sternberg’s (1985) triarchic
theory of human intelligence. This theory proposes that metacompo-
nents guide problem solving by planning, monitoring, and evaluating the
problem-solving process. The metacomponents include such processes as
(1) recognizing the existence of a problem, (2) defining the nature of the
problem, (3) allocating mental and physical resources to solving the prob-
lem, (4) deciding how to represent information about the problem, (5) gen-
erating the set of steps needed to solve the problem, (6) combining these
steps into a workable strategy for problem solution, (7) monitoring the
problem-solving process while it is ongoing, and (8) evaluating the solu-
tion to the problem after problem solving is completed. In this theoretical
context, the processes of problem recognition, definition, and representa-
tion correspond to the first, second, and fourth metacomponents, which
are used in the planning phase of problem solving.

Problem recognition, also referred to as problem finding, is one of the
earliest stages of problem solving. Getzels (1982) classified problems based
on how they were “found.” According to Getzels, there are three kinds of
problems: those that are presented, those that are discovered, and those
that are created. A presented problem is one that is given to the solver
directly. In this case, there is no need to recognize or find the problem;
it is stated clearly and awaits solution. A discovered problem, however,
is one that must be recognized. Such a problem already exists, but it has
not been clearly stated to the problem solver. In this case, the problem
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solver must put together the pieces of the puzzle that currently exist and
seek out a gap in current understanding in order to “discover” what the
problem is. In contrast to presented and discovered problems, the third
class of problems comprises those that are created. Created problems are
those in which the problem solver invents a problem that does not already
exist in the field. For this reason, one can argue that a created problem
will, in some sense, always produce a creative solution, simply because
its problem statement deviated from the usual way of thinking about the
problem. Getzels andCsikszentmihalyi (1976) found that artistswho spent
more time in the problem-finding stage while creating an artwork were
judged to havemore creative products than did artists who spent less time
in problem finding. In fact, the artists who spent more time also remained
highly creative seven years later. For the purposes of this chapter, problem
recognition refers to both discovered and created problems.

Problem definition is the aspect of problem solving in which the scope
and goals of the problem are clearly stated. For example, a presented prob-
lem may be easy to define if the problem statement has been prepared for
the solver. However, some presented problems are not clearly stated, re-
quiring the problem solver to clarify the precise definition of the problem.
Discoveredproblemsusually requiredefinitionbecause theproblemsolver
has identified the problem in his or her field. Defining a created problem
is likely to be a challenge, given that the problem solver has gone beyond
the current field in inventing the need for a solution in the first place.

Problem representation refers to the manner in which the information
known about a problem is mentally organized. Mental representations are
composed of four parts: a description of the initial state of the problem, a
description of the goal state, a set of allowable operators, and a set of con-
straints. By holding this information in memory in the form of a mental
representation, the problem solver is able to remember more of the prob-
lem by chunking the information, in order to organize the conditions and
rules of a problem to determine which strategies are useful, and to assess
progress toward the goal state (Ellis & Siegler, 1994; Kotovsky, Hayes, &
Simon, 1985;Newell&Simon, 1972).Aproblemmaybe represented in ava-
riety of ways, for example, verbally or visually. Even a presented problem
may require the generation of a new representation in order to be solved.
For example, given the problem of finding yourway to a new location, you
may find it much easier to follow a map than to read a set of directions. If
you have trouble following the map, then it may be worthwhile to write
out a description of the route in words, re-representing the information in
a way that makes it easier to get to your destination.

It is important to note that these three aspects of problem solving are not
discrete, sequential stages in the solution process, but rather are interactive
and often difficult to tease apart in a real problem-solving situation. When
a problem is represented in a new way, the problem solver may decide to
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redefine the goal accordingly. Similarly, a redefinition may lead to a new
representation.

It is useful to consider the roles of problem recognition, definition, and
representation in the solution of well-defined versus ill-defined problems.
Recall that awell-definedproblem is onewhose path to solution is straight-
forward, whereas an ill-defined problem is one that does not lend itself to
a readily apparent solution strategy. Consider the following well-defined
problem, referred to as the Tower of Hanoi problem:

There are three discs of unequal sizes, positioned on the leftmost of
three pegs, such that the largest disc is at the bottom, themiddle-sized
disc is in the middle, and the smallest disc is on the top. Your task
is to transfer all three discs to the rightmost peg, using the middle
peg as a stationing area, as needed. You may move only one disc at a
time, and you may never move a larger disc on top of a smaller disc.
(Sternberg, 1999)

Theproblemhere is easy to recognize:Oneneeds tomove thediscs onto the
rightmost peg. The problem is also defined clearly; the relative sizes of the
discs as well as their locations are easy to distinguish. Also, the solution
path is straightforward based on this representation. Working backward,
one realizes that the largest discmust be placed onto the rightmost peg, and
in order to do so, the other twodiscsmust be removed. So that themedium-
sized disc does not endup on the rightmost peg, the smallest discmust first
be moved to the far right. Then the medium disc is placed on the middle
peg; the small disc is placed on top of the medium disc. The large disc is
then free to be placed on the rightmost peg. Finally, the small disc ismoved
to the left so that themedium disc is free tomove to the rightmost peg. The
last step is then to move the small disc atop the other two and the problem
is solved. Note that this well-defined problem can be expanded to include
many pegs and many discs of varying sizes, but its solution will always
proceed according to the algorithm described in this, the simplest case.

For the most part, well-defined problems are relatively easy to recog-
nize, define, and represent. However, a well-defined problem may entail
some degree of “problem finding,” in the sense that a problem exists but
must first be discovered. For example, a scientist may struggle to identify
a gap in the existing literature on a problem, but the actual process of fill-
ing that gap may come easily once the problem itself has been identified.
The solution to the discovered problem may follow a path similar to that
of other problems in the field (e.g., experimental methods). For example,
much early psychological researchwas conducted usingmale participants.
When a researcher questioned the validity of the results for females, a new
problemhadbeendiscovered.Given this newproblem, thepath to solution
was well defined: Simply use the same experimental method but include
female participants in the study. In this sense, this well-defined problem
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was somewhat difficult to recognize, yet once identified, it was easily de-
fined and represented in familiar terms.

The representation of well-defined problems is not necessarily easy,
however. Consider another problem:

Three five-handed extraterrestrial monsters were holding three crys-
tal globes. Because of the quantum-mechanical peculiarities of their
neighborhood, both monsters and globes come in exactly three sizes,
with no others permitted: small, medium, and large. The small mon-
ster was holding the large globe; the medium-sized monster was
holding the small globe; and the large monster was holding the
medium-sized globe. Since this situation offended their keenly de-
veloped sense of symmetry, they proceeded to transfer globes from
one monster to another so that each monster would have a globe
proportionate to its own size. Monster etiquette complicated the so-
lution of the problem since it requires that: 1. only one globe may
be transferred at a time; 2. if a monster is holding two globes, only
the larger of the two may be transferred; and, 3. a globe may not
be transferred to a monster who is holding a larger globe. By what
sequence of transfers could the monsters have solved this problem?
(See Kotovsky et al., 1985)

Most people find this problem to be more difficult than the Tower of
Hanoi problem (Newell & Simon, 1972). However, it is actually directly
isomorphic to (i.e., its structure is exactly the same as that of) the Tower of
Hanoi problem. In this case, it is the difficulty of representing the problem
correctly that increases the level of difficulty of the problem as a whole.
After you are told of the isomorphism between the two problems, the so-
lution is simply a matter of mapping relationships from one problem to
the other. In summary, problem definition is usually easy for the class of
well-defined problems; however, accurate problem recognition and rep-
resentation are not necessarily straightforward, even when the scope and
goals of the problem are clear.

In the case of ill-defined problems, however, it is often the case that
all aspects of problem formulation are relatively challenging. Perhaps the
easiest stage in attempting to solve an ill-definedproblem is that of problem
recognition. It is often relatively simple to identify a fuzzy problem. For
example, it is easy to identify the problem of developing a test of creativity.
It is hard, however, to define the exact contents of such a measure.

The real difficulty in solving an ill-defined problem is in clarifying the
nature of theproblem: howbroad it is,what the goal is, and soon.Although
well-defined problems have a clear path to solution, the solution strategy
for an ill-defined problem must be determined by the problem solver. To
develop a problem-solving strategy, it is first necessary to specify the goals
of the task. For example, if we take on the task of designing a creativity test,
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we must decide whether the goal is (a) to estimate the creativity of under-
graduate psychology majors or (b) to measure creative potential among
people of all ages and educational and cultural backgrounds. Before the
path to solution can be constructed, the goal must be clear.

Representing information about the problem is also difficult in the for-
mulation of an ill-defined problem. Consider again the problem of parking
mentioned at the beginning of the chapter. The representation of the prob-
lem affects the solution. If we think of the parking problem in terms of
parking spaces, we are likely to seek additional spaces when there are too
many cars to park. However, if we think of parking in terms of too many
idle vehicles, we are more likely to consider new ways of making use of
the cars that have remained idle during the workday (e.g., driving other
people who need transportation around the city). This latter perspective
will guide us to seek solutions that maximize efficiency rather than maxi-
mizing the amount of concrete and asphalt in the downtown area. To solve
a problem, it often is necessary or, at least, desirable to try out several
representations of the problem in order to hit upon one that leads to an
acceptable solution.

Problem-solving research has not revealed a great deal about the pro-
cesses involved in problem recognition, problem definition, and problem
representation. Indeed, the emphasis in research has been on the latter
rather than the earlier phases of problem solving. Yet these earlier phases
are critical to accurate and efficient problem solving, especially in the so-
lution of ill-defined problems. The study of ill-defined problems generally
has been less fruitful than the studyofwell-definedproblems.Well-defined
problems are well described by current theories of problem solving; how-
ever, ill-definedproblems are ill understood bypsychologists. Yet arguably
most of the problems in the real world are not well defined.Most are fuzzy
problems, often difficult to delineate and sometimes even harder to repre-
sent in a way that makes them solvable. Our current educational system
better prepares children to answer questions that are well defined and
presented to them in the classroom than it does to formulate the nature
of problems in the first place. Often the skills involved in solving well-
defined problems are not the same as those involved in recognizing a
nonobvious problem or creating a problem. The skills needed clearly to
state a problem and to represent information about it in a way that per-
mits solution are also often not emphasized in current classrooms. In this
chapter we consider what factors influence the metacognitive processes
involved in recognizing, defining, and representing problems.

Research on problem solving has identified several variables that
influence problem-solving performance. Among these are knowledge,
cognitive processes and strategies, individual differences in ability and
dispositions, as well as external factors such as social context. Those
variables known to influence general problem solving will be examined
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with respect to the three particular aspects of problem solving that are the
focus of this chapter: problem recognition, problem definition, and prob-
lem representation.

knowledge

Everyone approaches a problem situation with a unique knowledge base.
That knowledge base is essentially a set of expectations about the way
the world works. As you began to read this chapter, your experience with
reading chapters in similar books led you to expect a certain structure and
content. Similarly, when you identify, define, and represent a problem, it is
in terms ofwhat you already know. For example, consider how the parking
problem mentioned in the beginning of the chapter would be approached
differently by individuals with different knowledge bases. An urban plan-
ner is more likely to identify or notice that problem as one of primary
importance than is a person who does not live in an urban area. The urban
planner is also more likely to consider different variables in defining the
problem than someone from a small town. For example, the urban planner
defines the problem in terms of how it may affect the city’s income (e.g.,
parkingmeters or garages) anduse the city’s resources (e.g., administrative
factors associated with employees and regulation of parking). In contrast,
the small town resident may define the problem in terms of the esthetics
of housing many vehicles (e.g., parking garages are often not welcome
sights in small towns) because the solution of this problem is less likely to
generate funds for the town than it would in an urban setting. According
to the definition of the problem, the problem would be represented differ-
ently depending on the knowledge of the problem solver, be it an urban
planner or small town parking supervisor. Problem-solving research has
accumulated a tremendous amount of information regarding the relation-
ship between knowledge and problem definition and representation and,
to a lesser extent, regarding problem recognition.

It is important to keep in mind that knowledge may help or hinder
problem solving. For example, knowledge plays an important role in the
solution of analogies. In suchproblems, your task is tomap the relationship
between two items onto two other items. For example, apple is to apple tree
as pear is to pear tree. The relationship here should be clear: You are pairing
fruits with their respective trees of origin. Consider the following analogy
problem.

Nefarious is to Dromedary as Eggs are to:
A: Chapel
B: Yellow
C: Bees
D: Friend (Concept Mastery Test; Terman, 1950)
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The correct answer to this problem is bees. The mapping rule here is that
the number of letters in each part of the analogy must match. The typical
approach to analogy problems is to look for a semantic connection between
the constituents rather than a surface similarity such as the number of
letters. In this example, knowledge is actually an impediment to problem-
solving success.

Everyday Knowledge and Problem Definition
and Problem Representation

Research has demonstrated the effects of knowledge in general on problem
solving, as well as its effect on domain-specific expertise. Most of this
research has focused on problem representation and can also be applied
to our understanding of problem definition. One source of evidence of the
effect of knowledge on problem definition and representation stems from
early research on the solution of well-defined problems.

Early problem-solving research sought to describe the problem-solving
process as a set of steps in higher order, isomorphic problem spaces (e.g.,
Newell & Simon, 1972). Such research on problem solving and the con-
cept of “problem space” grew from Newell and Simon’s (1972) work on
the General Problem Solver, or GPS, a model of human problem-solving
processes. This model defined a problem as composed of a problem space,
a starting state, a goal state, rules of transition, and heuristics. The problem
space refers to all the possible states a problem could be in, such as during
a bridge or checkers game. The starting state refers to the initial state of the
problem. The goal state is the state to be reached by the system. Rules of
transition refer to those functions that move the system from one state to
another. Finally, heuristics are defined as rules that determinewhichmoves
are to be made in the problem space, as opposed to a randomwalk. Essen-
tially, the GPS employs means-end analysis, a process that compares the
starting state of a problemwith the goal state and attempts tominimize the
differences between the two. These components are well suited for solving
well-defined problems where the space and transitions between states are
unambiguous. However, themodel offers no solutionwhatsoever for deal-
ing with ill-defined problems. Nevertheless, the idea of a problem space
has become a widely used and effective way of formalizing well-defined
problems.

Recall the Tower of Hanoi and Monsters and Globes problems men-
tioned previously. According to the GPS, isomorphic problems should the-
oretically be solved similarly regardless of the way the information in the
problem is represented. However, this model has been called into question
by further studies of problem-solving performance on problems identified
to be isomorphic to the Tower of Hanoi problem. Although these problems
share with the Tower of Hanoi problem an identical problem space and
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solution structure, it is clear that the constituents chosen to represent the
surface structure of each problem do have an effect (sometimes negative)
on the mental representation of the problem space. One source of such
evidence comes from a study that used isomorphs of the Tower of Hanoi
problem involving acrobats of differing sizes (Kotovsky et al., 1985). Con-
sider one such isomorph:

Three circus acrobats developed an amazing routine in which they
jumped to and from each other’s shoulders to form human towers.
The routine was quite spectacular because it was performed atop
three very tall flagpoles. It was made even more impressive because
the acrobats were very different in size: The large acrobat weighed
700pounds; themediumacrobat 200pounds; and the small acrobat, a
mere 40 pounds. These differences forced them to follow these safety
rules.

1. Only one acrobat may jump at a time.
2. Whenever two acrobats are standing on the same flagpole one

must be standing on the shoulders of the other.
3. An acrobat may not jump if someone is standing on his shoul-

ders.
4. A bigger acrobat may not stand on the shoulders of a smaller

acrobat.∗

At the beginning of their act, the medium acrobat was on the left, the
large acrobat in the middle, and the small acrobat was on the right.
At the end of the act they were arranged small, medium, and large
from left to right. How did they manage to do this while obeying the
safety rules?

∗For the Reverse Acrobat problem this rule was reversed so that
the smaller acrobat could not stand on the larger one; thus, the large
ones had freedomofmovement in that version. (Kotovsky et al., 1985,
p. 262)

In the reversal of the situationwhere the large acrobatswere standing on
the smaller acrobats, participants took significantly more time to solve the
problems.When an individual’s expectations about a problem are violated
(i.e., smaller acrobats should stand on top of larger acrobats), it requires
more time successfully to build and navigate a solution to the problem.
Alternatively, performancewas facilitatedwhen the informationpresented
was in synchrony with the individual’s knowledge, or in a form that did
not lead to inadequate representations. Clement and Richard (1997) again
used the Tower of Hanoi framework to examine problem solving, coming
to the conclusion that themost difficult versions of the problemwere those
that required an individual to abandon their initial point of view in favor
of a new, more appropriate one.
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These findings pose a challenge to the idea that an individual’s repre-
sentation of a problem is based solely on structure, as implied by the GPS
model. Even when the structure of two problem spaces is identical, the
solution of those problems will depend on dissimilarities in surface ele-
ments and modalities of thought (Kotovsky et al., 1985; Simon & Newell,
1971). Simply put, these results show that one does not enter a problem
as a blank slate. Prior knowledge provides a tool to structure the informa-
tion in the problem, allowing the individual to apply a familiar scaffold
to the information, regardless of how helpful or harmful it might be. Prior
knowledgemediates an individual’s ability to represent the problem in the
most efficient fashion.

There is also evidence to suggest a developmental trend in the ability
to use knowledge, a skill that affects problem definition. Siegler (1978)
found that older children outperform younger children on a balance-scale
task because of their attention to all the relevant information about the
problem. Older children realize that it is necessary to encode informa-
tion about multiple dimensions of the task, but younger children do not
without prompts to do so. Thus, to the extent that problem definition re-
lies on the knowledge that multiple sources of information need to be at-
tended toandencoded, the skill ofdefiningproblemswill also increasewith
age.

Expert Knowledge and Problem Definition
and Problem Representation

Priorknowledgehasbeendiscussed in termsof everydayknowledgeabout
the world; however, research in cognitive psychology has found a qualita-
tive distinction between the knowledge of individuals who have more or
less experiencewith a particular domain. Specifically, studies show that in-
dividualswhohaveaccumulated considerableknowledge inadomain rep-
resent information about problems differently from the ways these prob-
lems are represented by individuals without extensive knowledge bases
(seeChi, Glaser,&Farr, 1988). Often experts havemore efficient representa-
tions of their domain than do novices. These representations have stripped
away irrelevant details and get at the deeper structure of the problem, in
part by chunking information. These differences in knowledge structure
affect the way an expert identifies, defines, and represents problems. For
example, experts and novices typically differ in how they define problems,
as illustrated in the following example.

Two groups of students were given physics problems and asked to sort
theminto several groups, basedon their similarity (Chi, Feltovich,&Glaser,
1981). The students were either graduate students in physics (experts) or
undergraduateswith somephysics knowledge (novices). Level of expertise
determined how the students defined the problems. The novice students
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organized their problems based on the surface features of the problem,
such as whether the problem contained a spinning object, a falling object,
or some other similar surface feature. The graduate students, in contrast,
organized problems based on deeper, structural similarities, such as what
principles of physicswere required to solve theproblems. This sort of deep-
level process is exactly what is needed to sift through most of the unim-
portant information contained in the texts of manywell-defined problems.
It also is most likely what impairs people when they are confronted with
problems that present the information in a fashion that causes them to
frame the problems in an inappropriate manner.

The expert-novice differences in problem representation are well illus-
trated by the famous studies of chess expertise. Chase and Simon (1973)
studied the reconstructive memory of individuals for arrangements of
chesspieces onboards. The chess experts performedbetter than thenovices
in reconstructing the board when the pieces were placed as they would be
in the middle of a chess game. However, when the pieces were arranged
randomly, the experts performed no better than the novices, suggesting
that the violation of these deep-level rules about the structures of chess
lessened the usefulness of the expert knowledge. Experts’mental represen-
tations of chess pieces on a chessboard aremore sophisticated than those of
novices in that they containmore chunked information.When chess pieces
are arranged on the board randomly, expert mental representations based
on familiar board configurations are of no help. Randomly placed pieces
cannot be chunked together according to patterns that naturally occur in
chess play, rendering expert players as naive as novices when it comes to
remembering random arrangements of pieces.

Empirical studies of problem solving have demonstrated a distinction
between expert and novice problem representation in terms of the time
spent on various stages of the problem-solving process (Lesgold, 1988).
Specifically, Lesgold found that experts spent more time determining
an appropriate representation of the problem than did novices. Novices
were found to represent the problem relatively quickly and spend their
time working on a solution. In contrast, experts spent more time com-
paring their current knowledge to the information they needed to dis-
cover in order to best represent the problem. After the problem was set
up in the expert problem solver’s mind, the process of solving it pro-
ceeded quickly relative to the novices. Thus, the effect of expertise pro-
vides the problem solver with skills that aid problem solving from the
very early stages. Because novices may not notice the flaws in their rep-
resentations of the problem, they will often be forced to start over, for-
feiting a lot of hard work on a poorly represented problem. An expert’s
well-organized knowledge base is better equipped to assess the appropri-
ateness of a problem representation even before further work is done on
the problem.
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While expertise is often hailed as a key to problem-solving success, it
seems that the development of a highly specialized body of knowledge can
lead to an impairment in the ability of experts to incorporate new rules into
their thinking or tomodify older ones. For example, Frensch and Sternberg
(1989) have studied expert and novice bridge players. In games of bridge,
the expert players performed much better than the novice players when a
surface rule was changed. However, when a deeper rule was changed (for
example, the rules that specifiedwhoplayed the lead cardon thenext trick),
the experts’ performance deterioratedmore, in the short run, than did that
of the novices. Frensch and Sternberg concluded that experts’ entrenched
strategies interfered with, rather than facilitated, their performance. The
preceding examples highlight the fact that even though experts often both
define and represent problems differently than do novices, the experts can
sufferwhen the fundamentals of their representations are altered, resulting
in significantly different performance profiles.

Problem Recognition

Problem recognition occurs with respect to the knowledge a person has
about a domain. The fact that an expert’s knowledge about a domain
is organized differently from that of a novice will affect the nature of
the problems that are recognized in a domain. Studies of creativity have
found that it requires a considerable amount of expertise in a domain be-
fore an individual begins to recognize and create valuable new problems
(Csikszentmihalyi, 1996; Simonton, 1999). Only after a person knows a
field well can that person recognize gaps in the field’s body of knowl-
edge; novices are more susceptible to recognizing problems that have al-
ready been addressed by the field in the past. Not only do experts need to
be thoroughly familiar with their domain; Csikszentmihalyi and Sawyer
(1995) found that problem recognition often also involves the synthesis
of knowledge from more than one domain. It is unfortunate that so few
researchers have directly examined the effect of knowledge on problem
recognition.

Both everyday knowledge and expert knowledge of a particular domain
play an important role in the recognition of a problem, aswell as the nature
of a problem’s definition and representation. However, more research has
focused on the latter than the former aspects of problem solving. The next
section considers the process of using knowledge in the course of problem
solving.

cognitive processes and strategies

How do cognitive processes and strategies play a role in problem recog-
nition, definition, and representation? Mumford, Reiter-Palmon, and
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Redmond (1994) havedevelopedoneof the fewmodels that attempts tode-
scribe the cognitive processes involved in the early stages of problem solv-
ing. Their model of problem construction proposes a set of processes that
are implemented in finding, defining, and representing problems. First,
problem solvers must be aware of cues, patterns, and anomalies in the
environment (attention and perception). Second, analogous problem rep-
resentationsmustbeaccessed frommemory (activationof representations).
Third, these representations must be evaluated (screening strategy selec-
tion). Fourth, the goals and constraints of the problem must be defined
(element selection strategy). Fifth, these elements of the problem must be
represented mentally (element reorganization).

Consider again the example of finding a life partner in the context of
this model. First, the problem is recognized through attention to cues in
the environment, such as noting who you are, what your needs are, and
what type of person might possess the qualities you are seeking. Second,
as you think of where to find such an individual, you consider analogous
problems, such as how you went about selecting a suitable career or how
you found friends when youmoved to a new area. Third, you screen these
possible analogous representations for importance. Whereas the strategy
of choosing friends may have been governed by proximity and common
interests, you may find that the strategy of choosing a career is more ap-
propriate to finding a life partner if your career is one that you are pas-
sionate about, that takes into account your values and interests, and that
is something that you are committed to for the long term (as opposed to
a superficial friendship, which may last only as long as you remain in the
same city or neighborhood). Fourth, you examine the goals and constraints
of the problems. For example, it may be more important to consider the
compatibility of lifestyles (e.g., career, values) with a life partner than it
is with a friend. That is, you may maintain friendships with individuals
whose political or religious ideals are very different from your own, but
you would be less likely to choose to initiate a romantic relationship with
someone with incompatible values. Fifth and finally, all of the consider-
ations you have identified as relevant to finding a life partner are repre-
sented in a way that makes it possible to conceptualize who that person
might be.

Processes in Problem Recognition

Another model of problem solving has focused more specifically on prob-
lem recognition. Brophy (1998) described a series of processes that artists
and scientists report engaging in prior to defining a problem. These
presymbolic processes set out the goals and obstacles in a problem situa-
tion. Brophy described these processes as “unconscious, intuitive thought
that combines perceptual pattern recognition, abstract analogy creation,
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and search for useful ways to organize experience in problem domains”
(p. 126). This idea is echoed more explicitly by Goldstone and Barsalou
(1998), who suggested that while the early phases of our concepts may
be couched in perceptual imagery, later abstractions arise as a function
of the transformation of these nascent perceptual objects. While it is not
clear just how reliable introspective self-reports are (Nisbett & Wilson,
1977), the support for these perceptually based concepts (Barsalou, 1999;
Goldstone & Barsalou, 1998) lends credence to the idea that early stages of
problem formation employ these presymbolic processes.

Although there is not a large body of research on these presymbolic
processes or the process of problem recognition, we suggest one possi-
ble hypothesis in regard to the phenomenon of problem finding. This
hypothesis is that problem recognition in a given domain depends on
a sensitivity to gaps in domain knowledge that cannot be filled in by
interpolating information from the existing knowledge space. Put more
simply, when a person knows a certain amount of information about
a domain, there will be holes in his or her knowledge, and if the per-
son is unable satisfactorily to fill these gaps, the person will seek to fill
these gaps. This hypothesis complements theMumford et al. (1994) model
in that it requires the problem solver to have a reasonable internal rep-
resentation of the knowledge space and to be attentive to gaps in that
knowledge.

Problemrecognitionas sensitivity togaps is also consonantwithBoden’s
(1999) model, which describes creative problem solving as the exploration
and possible transformation of a psychological (or computational) knowl-
edge space. Boden proposes that creativity is embodied in an agent ex-
ploring its knowledge space in a domain, and that creative products are
created by tweaking and transforming these spaces in accordance with
computational approaches to information processing. As an individual
explores his or her knowledge, he or she is likely to recognize gaps or see
patterns in the knowledge base, leading to the recognition of new prob-
lems. This research supports the hypothesis that problem recognition is
heavily reliant on the type of information encountered and explored by
the individual.

Processes in Problem Definition and Representation

Research on specific processes involved in problem solving has described
problem solving in terms of algorithms, analogical transfer, convergent
and divergent thinking, as well as incubation and insight. Before examin-
ing each in relation to the early stages of problem solving, let us define the
constructs. As mentioned previously, algorithms are sets of operations of-
ten applied recursively to solve a problem. Analogical transfer is a process
by which a problem is solved by mapping its components onto a similar
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problemwhose solutionpath is alreadyknown.Convergent thinking refers
to the process of narrowing down a set of ideas in order to converge on
the most appropriate one. Divergent thinking is the process of generating
multiple ideas in order to create a set of possibilities fromwhich to choose.
Incubation is a stage of problem solving in which the problem is set aside
and not worked on consciously, but which may lead to a solution, often
manifested in a sudden moment of insight. Though these processes have
been studied with regard to the whole problem-solving process, we are
interested in the operation of these processes in problem definition and
representation.

After the problem has been recognized, the process of defining and
representing the problem may proceed with processes such as analogical
thinking. To form an appropriate representation, a problem solvermust of-
ten try out several different perspectives on a problem before finding one
that gives insight to a solution path. One way in which a variety of repre-
sentations canbe found is through analogical thinking.When an analogous
problemcanbe identified, then the solution of the present problem is partly
a matter of mapping one element onto another (Reed, 1987). For example,
mapping involves comparing the problems for similarity in structure and
identifying their parallel elements. The solution of one problem then can
guide the process of solving a novel one through this analogical mapping
process.

When an appropriate analogy is found, the problem solver may expe-
rience a leap in understanding – an insight. Some researchers consider
insight to reflect a sudden restructuring process that yields an immediate
understanding of the path to solution (Metcalfe & Wiebe, 1987). Other re-
searchers disagree with this view, claiming that insight is incremental and
does not reflect any sudden changes in representation (Weisberg & Alba,
1981). However, the current point is that re-representation of a problem
can lead to a new and different solution path. Consider this example of a
problem, which often yields an insight upon solution:

A man who lived in a small town in the U.S. married 20 different
womenof the same town.All are still living andhehasneverdivorced
one of them. Yet he has broken no law. Can you explain?

Youmay find this problemdifficult to solve until you remember that the
verb “to marry” can also mean “to perform a marriage.” Until an appro-
priate representation of the problem is found, the solution to the problem
remains elusive.

Many psychologists have attempted to explain the processes underly-
ing insight. Gestalt psychologists (Wertheimer, 1945) as well as contempo-
rary psychologists (Metcalfe & Wiebe, 1987) have described insight as a
sudden understanding that results when the problem solver realizes how
all parts of the problem fit together to form a coherent whole, or Gestalt.
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Other psychologists have criticized this view, claiming that the processes
involved in having an insight are nothing special, and are in fact no dif-
ferent from the processes implicated in solving a problem that does not
involve insight (Weisberg & Alba, 1981).

Still other psychologists (Davidson, 1995; Sternberg, 1985) have pro-
posed a three-process theory, according to which insights arise out of
processes called selective encoding, selective combination, and selective
comparison. Selective encoding refers to the process of attending to and
encoding information that is relevant for the solution of a particular prob-
lem. Selective combination is the process of recombining elements of the
problem in away that changes the representation of the problem. Selective
comparison is the processing in which elements of the current problem are
recognized as related to problems that have been encountered in the past.
Any one of these three processes can lead to a change in problemdefinition
or representation, possibly resulting in an insight.

What leads to an insightful moment of re-representation? Some re-
searchers have claimed that a period of time spent away from the problem
may help in the incubation of ideas and thus lead to an insight. Wallas’s
(1926) model suggests that after the period of (1) preparation, in which
relevant information is gathered about the problem, a period of (2) incu-
bation follows, and after this, time is spent away from the problem, and
then a moment of (3) illumination occurs. The solution is then subject to
(4) verification. Various researchers have tried to test this model. Two tests
are described below.

Smith’s (1995; Smith & Blankenship, 1989) research on incubation sug-
gests that a period of time spent away from the problem can allow the
problem solver to let go of unfruitful approaches and to allow an appro-
priate representation to come to mind, thus culminating in a moment of
insight. Smith explains that initial, failed attempts to solve a problem in-
terfere with the solver’s ability to access the correct solution. Only after
the solver takes a break from the problem can the initial misleading solu-
tion paths be forgotten so that new, accurate solution paths may be found.
Other theories of incubation propose that the incubation period allows for
the assimilation of new information, which then is incorporated into the
solution of the problem (Seifert,Meyer, Davidson, Patalano,&Yaniv, 1995).
According to this theory, incubation not only allows the problem solver to
let go of misleading information, but also provides an opportunity to no-
tice new information that helps form a viable mental representation of the
problem. Neither of these theories requires special cognitive processes in
order to explain the evolution of an insight.

The metacognitive task of how to represent information given in a
problem is subject to the effects of fixation and negative transfer (Gick &
Holyoak, 1980, 1983). Fixation occurs when an individual gets stuck in a
particular way of looking at a problem. When a person is attempting to
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solve the problemmentioned above about a manwith multiple marriages,
that person may become fixated on the fact that one person cannot marry
several times without being married to more than one person. Only when
a person lets go of the misleading (thoughmore common) definition of the
word “marry” can the person break this fixation.

Fixation is a common result of the ordinary processes of problem solv-
ing.When facedwith any type of problem, an individual brings to the task
his or her experience with similar problems, such as the knowledge about
the domain and the individual’s expectations or intuitions about how to
approach theproblem.Often schemasprovideuseful short-cuts in the solu-
tion of well-defined problems. For example, most people have schemas for
solving word problems in math, based on their previous experience with
such problems (Newell & Simon, 1972). Usually, we examine the question
and use the given numeric values to set up a familiar formula for solution.
However, when a problem’s definition and its goals are ill structured, our
expectations about how the problem should be approached may be more
detrimental than helpful. In fact, the key difficulty in many insight prob-
lems is that they are based on the premise that the problem solver will
build on an incorrect or misleading expectation that must be overcome in
order to solve the problem.

For example, consider the following problem:

If you have black socks and brown socks in your drawer, mixed in
a ratio of 4 to 5, how many socks will you have to take out to make
sure that you have a pair of the same color?

When people see a problem involving numbers, they usually assume,
correctly, that there are some calculations to be done. Therefore, they con-
centrate on the numerical information, in this case the ratio information,
in pursuing a solution (Davidson, 1995). However, this assumption is an
example of negative transfer, a misleading expectation. If the problem is
represented without this numerical information, we notice that it can be
solved in a straightforward manner without considering the ratio infor-
mation at all: Pull out two socks and they maymatch. If not, the third sock
will definitely match one of the other two, given that there are only two
colors of socks in the drawer.

Based on the limited amount of research that has been done on the
information-processing components of problem recognition, definition,
and representation, it appears that these aspects of problem solving may
not require special kinds of thinking. However, attention and openness
are likely to be crucial to the discovery and creation of problems and to
the selection of a problem representation. The metacognitive processes in-
volved in these early stages of problem formulation are both divergent and
convergent and appear to rely on analogical thinking as well as incubation
and insight.
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individual differences: abilities and dispositions

Traditionally, problem solving research has not focused on the role of in-
dividual differences beyond a consideration of general cognitive ability.
However, psychologists who have examined the early stages of prob-
lem solving have found that there are important sources of individual
variation that affect the processes of problem recognition, definition, and
representation.

Individual differences have been found to play a role in the early
stages ofwell-definedproblem solving (MacLeod,Hunt, &Mathews, 1978;
Sternberg &Weil, 1980). For example, MacLeod et al. (1978) found that in-
dividual differences in ability influence problem representation. In their
study, participants were presented with simple declarative sentences such
as “Plus is above star.” Their results showed that most participants repre-
sented the sentence linguistically. In contrast, participants who had high
spatial abilities were more likely to represent the content of the sentence
pictorially. The authors concluded that the processes in sentence compre-
hension are not universally generalizable, but rather depend on the abil-
ities of the individual. Similarly, mental representations of problems are
also affected by individual differences in ability.

Getzels and Csikszentmihalyi (1976) found that individuals who were
successfully creative exhibited a concern for problem finding throughout
the creative process. This “concern” can be characterized as a disposition
or a mental set that attends to the nature of the problem definition and
representation throughout the process of solving the problem at hand.
Their study found that the most products were produced by individuals
who reevaluated the way they had initially defined and represented the
problem during all stages of the problem-solving process.

One source of information about the abilities and dispositions that
may be influential factors in the processes of problem recognition, defi-
nition, and representation in ill-defined problem solving is the literature
on creativity. As discussed earlier, the processes of recognizing a prob-
lem, redefining problems, and representing them in various ways are es-
sentially creative processes. The creativity literature has identified several
individual-difference variables that appear to influence creative problem
solving, including divergent thinking, openness, tolerance of ambiguity,
and intrinsic motivation.

Do some people have the ability to think more divergently or flexibly
than others? Individual differences in intelligence and personality have
been linked to differences in creative performance in various studies (see
Sternberg & Lubart, 1995). Psychologists have often pointed out the im-
portance of divergent-thinking abilities in creative problem solving. One
way divergent thinking has been measured is using the Torrance Tests of
Creative Thinking (Torrance & Ball, 1984), which include several measures
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of an individual’s ability to think divergently and flexibly. For example,
the Alternate Uses Task asks participants to name as many uses as they
can for an everyday object, such as a paper clip or an eraser. Responses
of great diversity and number allegedly indicate greater divergent think-
ing ability and cognitive flexibility. Scores on the Torrance Tests have been
associatedwith greater creative performance. This association between di-
vergent thinking and creativity may be due to the ability to think of many
and diverse ways of defining and representing a problem. Thinking diver-
gently and flexibly may not help in the latter stages of problem solving,
when a solution must be evaluated for accuracy; evaluation relies on an-
alytical and convergent thinking abilities. However, divergent thinking
ability is more likely to be critical in the early stages of solving, when the
problem remains open-ended and various definitions and representations
of the problem must be considered.

As mentioned earlier, one of the critical processes associated with prob-
lem finding is attention to and perception of the environment in which a
problem is discovered (Mumford et al., 1994). Research on creativity has
demonstrated that highly creative individuals are those who have a broad
range of attention relative to less creative people. When experiencing the
world, creative people tend to filter out fewer distracters in the environ-
ment (Eysenck, 1997). Because creative individuals take in information that
other people would consider irrelevant, a highly creative person’s chances
of detecting subtle patterns and hidden anomalies are greater than the
chances of a less creative person doing so.

Besides abilities, are there dispositional traits, such as personality at-
tributes or cognitive style, that predispose people to being able to identify
problems and realize creative ways to define and represent them? Many
psychologists have argued that dispositions are a key factor in problem
finding (e.g., Ennis, 1987; Jay & Perkins, 1997). Jay and Perkins (1997) have
claimed: “Abilities, knowledge, and strategies enable a person to problem
find, and contexts provide the stimulus, but it is dispositions that actu-
ally promote the initiation of problem finding” (p. 286). Jay (1996) found
that problem-finding behaviorwas enhancedwhen it was encouraged and
guided. Given the fact that real-world problem-solving situations often do
not include such guidance and prompts, it appears that the disposition
spontaneously to engage in problem-finding behavior is very important.
Perhaps individuals who are prompted to take a lot of time during the
identification, definition, and representation phases of problem solving
will eventually internalize these strategies and spontaneously engage in
problem-finding behavior, even in the absence of prompts and encourage-
ment to do so.

Are there personality traits associated with creative problem solving?
Quite a bit of research has sought to find a link between personality and
creativity. In a meta-analysis of the relationship between personality traits
and creativity, Feist (1998) found that creative individuals tended to be
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“autonomous, introverted, open to new experiences, norm-doubting, self-
confident, self-accepting, driven, ambitious, dominant, hostile, and impul-
sive” (p. 299). Other traits associated with creativity include tolerance of
ambiguity (MacKinnon, 1978; Sternberg & Lubart, 1995) and intuitiveness
(Bastick, 1982).

Eysenck (1997) has discussed the creative individual in terms of ego
strength andpsychopathology. Ego strength is a termusedbyBarron (1969)
and others to refer to a strong, self-determined, dominant, self-reliant, and
independent person. Eysenck has found a link between creativity and sub-
clinical levels of psychoticism as measured by the Eysenck Personality
Questionnaire (Eysenck & Eysenck, 1975). Eysenck conceived of psychoti-
cism as a continuum ranging from conventional, socialized, and altruistic
traits to aggressive, impulsive, and psychotic traits. Creative individuals
were found to be slightly more psychotic than average with respect to this
continuum. This observation has been supported by various reports of
heightened levels of actual psychopathology among creative populations
(e.g., Kaufman, 2001).

Most research that has attempted to identify the personality charac-
teristics associated with creativity has found a great deal of variability
among creative individuals, suggesting that the ability to create problems
and solve them in a way that is considered useful and original may vary
greatly from domain to domain. For example, the traits that are associated
with being a creative visual artist may be very dissimilar from the traits
associated with being a creative business manager. For a creative visual
artist to transform his or her creative idea into a reality, he or she often
must spend long hours in the studio. But a creative business manager will
probably need to interact intensely with many different types of people in
order to carry out her creative vision for her organization.

Another important factor that has been identified as critical to the cre-
ative process (e.g., Amabile, 1996), as well as to the early stages of problem
solving, is motivation. It is logical that you will not recognize problems
that you are not motivated to find. For example, recall the problem of lack
of parking mentioned at the beginning of this chapter. If you walk or take
public transportation towork every day, youmay not even notice, let alone
be concernedwith, the problems facing automobile commuters. If you lack
intrinsic motivation, you are less likely to pursue a difficult problem such
as this one. Extrinsic motivation can also encourage creative problem solv-
ing if it provides more information or somehow makes it easier to solve
the problem; however, extrinsic motivation that simply offers a reward
but does not aid the problem-solving process (such as being paid to work
on the downtown parking problem despite your lack of interest in the is-
sue) will not lead to more creative solutions (Collins & Amabile, 1999).
Amabile (1996) has also noted the importance of curiosity and a playful
attitude in the facilitation of creative problem solving. People who enjoy
experimentingwith unusual ideas aremore likely to recognize novel ways
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ofdefiningand representingproblems, in the sameway that curiouspeople
are more likely to discover or create problems that escape the awareness of
others.

These abilities and dispositions have been associated with creativity.
However, the relationship of these with problem recognition, definition,
and representation remains to be investigated carefully. Individual differ-
ence variables that are associated with creativity may prove to be a fruitful
starting point for further research on the factors that influence the early
stages of problem solving.

social context

Any discussion of problem-solving abilities must survey the environment
in which an individual encounters a problem. Peers, culture, and even lan-
guage structureplaya role in the recognition,definition, and representation
of a problem.

Social forces can influence substantially an individual’s efforts in cre-
atively defining, recognizing, or representing a problem (e.g., Sternberg,
Kaufman, & Pretz, 2001; Sternberg, Kaufman, & Pretz, 2002). When an in-
dividual recognizes a problem in his or her field, this recognition may be
viewed as “rocking the boat.” The existence of a new problem may sug-
gest an overlookedor ignored shortcoming in afield or situation. The social
context affects problem recognition and definition through the field’s ad-
herence to current paradigms. For example, problems studied in the field
of social cognition previously employed social-psychological methodol-
ogy to examine the effect of beliefs about social groups on behavior. How-
ever, recent attraction to the use of functional magnetic resonance imaging
techniques in research by neuroscientists and cognitive psychologists has
become a tool of interest to some social psychologists who are interested
in social cognition (e.g., Cunningham, Johnson, Gatenby, Gore, & Banaji,
2001). The availability of such resources, the field’s acceptance of the valid-
ityof themethodology, aswell as theneuroscience community’s acceptance
of social psychologistswill affect theway that social psychologists discover
and define problems in their field, especially among researchers interested
in embarking on the new subdomain of “social cognitive neuroscience”
(Ochsner & Lieberman, 2001).

Problem definition is affected by social context in any domain. Indi-
viduals can become unable to redefine problems or evaluate progress on
current problems due to the attitudes of the group. For example, in an
office environment, individuals may be familiar with a particular com-
puter application for word processing. However, the program eventually
may become outdated or unsupported. Initially, the group may simply
go through the process of converting files or rewriting documents, rather
than abandoning the program for one that is more appropriate. Here the
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problem has become not word processing, but rather the word processing
program itself. The problem is not particularly difficult to spot, but the
ways of the groupmay be so entrenched that changing programs becomes
an unacceptable option. In other words, the attitudes of a group can be
pervasive in the decision process of the individual.

The influence of the social context on problem recognition can be il-
lustrated by an example from the field of psychology. In the late 1950s,
Rosenblatt (1958) developed neural networks using elements that were
designed to model human cognition, which he called perceptrons. Fol-
lowing this early work, other researchers in the field pointed out limita-
tions of Rosenblatt’s networks (Minsky&Papert, 1969).Minsky andPapert
claimed that these early networks were unable to solve classification prob-
lems whose solutions were nonlinear (Beale & Jackson, 1990). Based on
the argument that most interesting problems attempted by humans of-
ten require a nonlinear solution, this weakness was regarded as a fatal
flaw in Rosenblatt’s network design. As a result of the field’s influence,
there was little research in the field of neural networks for almost three
decades; networks had been deemed inappropriate for modeling cogni-
tion. It was not untilmuch later that the field gave neural networks another
chance (Rumelhart, McClelland, & University of California San Diego,
1986). Rumelhart and McClelland’s new vision of neural networks illus-
trated that suchmodels did have the power tomodelmore complex human
cognition, and resulted in a rush of research interest in this area. Despite
the fact that there was not a tremendous amount of evidence against the
viability of neural networks at the time of Minsky and Papert’s critique,
the social context of the field hindered the progress of research in this vein
for quite some time.

The social context has a strong, sometimes unnoticed, effect on problem
solving, beginningwith the very early stages. Immediate clues from the en-
vironment can affect the type of definition or representation used to solve
a problem (Gick & Holyoak, 1980, 1983). Even the traditions and attitudes
of a group will affect the types of problems recognized by its members,
the terms in which they define those problems, and the ways they repre-
sent the problems as they prepare to solve them. Often, the most difficult
part of problem formulation requires an individual to call into question
these norms and expectations in order to most appropriately examine the
phenomenon of interest.

summary and conclusions

What We Know

The earliest stages of problem solving involve recognizing that a prob-
lem exists, defining the scope and goals of the problem, and representing
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information about that problem in a way that helps establish a viable path
to solution. For the most part, research on problem solving has focused on
explaining the solution of well-defined problems that are already recog-
nized and presented directly to the problem solver.

When we approach a new situation, our knowledge based on prior
experiences will influence our ability to define and represent a problem
correctly. In fact, we may fail to notice the existence of a problem if it runs
counter to our strongly held expectations. To the extent that an individual
has misleading expectations or schemas about a problem, due either to
crystallized expertise or to the effects of misleading context, that person
may have difficulty thinking flexibly about how to approach the dilemma.
Recall the lemonade and iced tea example. Our assumption that lemonade
and iced tea are beverages in liquid form impedes our ability to think of
them in any other form.

Theprocesses involved inproblemrecognition,definition, andrepresen-
tation are quite varied. To notice a problem, a person must attend broadly
to all pieces of relevant information in a situation. Additional knowledge
from past experience with similar problems must also be accessed. How-
ever, the likelihood that an individual will spontaneously notice analogies
between problems in disparate domains is rather small (Gick & Holyoak,
1980). Individual differences in cognitive abilities and personality may ex-
plain why some people are better at solving ill-defined problems than are
others.

The ability to think divergently and flexibly is valuable in the process
of problem formulation, as is an open and intrinsically motivated dispo-
sition. Perhaps the most critical variable in determining whether a person
discovers or creates a novel problem is that individual’s motivation to find
it and work on developing an appropriate definition and representation
of the issue. This disposition characterized by openness and curiosity may
be regarded as a trait version of a mental set, a constant metacognitive
attentiveness to the environment and the process of problem solving. In-
dividuals with this disposition are always thinking of different ways to
regard the information in their environment and the information they pos-
sess in long-term memory. When they are working on a problem, they
naturally attempt to redefine and re-represent the problem, thus increas-
ing their chances of finding a definition and representation that will yield
a creative solution.

Finally, the social context may also facilitate the likelihood of noticing
problemsand thinkingdivergently about their solutions. If an environment
does not encourage potentially creative individuals to seek and explore,
they will not discover gaps in their understanding, and they will not learn
to play with ideas nor practice taking different perspectives on problems
with which they are confronted.
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What We Need to Know

In contrast to the later stages of problem solving, the stage of problem
formulation appears to rely more heavily on disposition and social con-
text. Unfortunately, relatively little empirical research has addressed these
topics. We need to understand what makes a person more likely to engage
him- or herself in seeking out ill-defined problems and experimentingwith
variousways to represent them.Weneed to knowhowpeoplewho are con-
strained bymisleading expectations and schemas break out of theirmental
sets in order to gain new perspectives on problems. Can we teach children
to think with this kind of mindful curiosity? We hope that teachers will
allow children to practice suspending their judgment when necessary, to
be playful in their search for a variety of solutions to problems.

If our ultimate goal is to help people become better able to solve prob-
lems that confront them in their personal and professional lives and in the
concerns of the world, we must be prepared to examine the fuzzy issues
surrounding problem recognition, definition, and representation. Because
most of life’s problems are not cleanlypackagedwith one correct path to so-
lution, it is important that we take on the ill-defined challenge of studying
these early phases of problem solving in an effort to understand howprob-
lem solving can be enhanced in these initial stages. Rather than educate
others to become followers, it is in our best interest to encourage problem
solvers to become active problem finders, to stay curious so that they dis-
cover and create novel problems, and to think flexibly in the process of
solving those problems.
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The Acquisition of Expert Performance
as Problem Solving

Construction and Modification of Mediating Mechanisms
Through Deliberate Practice

K. Anders Ericsson

How do experts reach their high level of performance? Recent reviews
(Ericsson, 1996, 1998b, 2001; Ericsson & Lehmann, 1996) dispel the com-
mon belief that “talented” expert performers attain very high levels of
performance virtually automatically through cumulative domain-related
experience. Instead, empirical evidence strongly implies that even themost
“talented” individuals in a domain must spend over ten years actively en-
gaging in particular practice activities (deliberate practice) that lead to
gradual improvements in skill and adaptations that increase performance.

In this chapter I argue that the acquisition of expert performance can
be described as a sequence of mastered challenges with increasing lev-
els of difficulty, such as playing pieces of music, performing challenging
gymnastic routines, and solving complex mathematical problems. Differ-
ent levels of mastery present the learner with different kinds of problems
that must be solved for the skill to develop further. And each individual’s
path toward skilled performance is distinct; it depends on when technical
challenges were encountered and the specific methods used to help the
individuals continue their development.

When beginners are first introduced to a domain of expertise they can
successfully perform only the most simple tasks and activities. With the
aid of instruction and trainingmany individuals are able tomaster increas-
ingly difficult tasks, thus gradually improving and slowly approaching
the level of expert performers. The incremental nature of gaining mastery
means that tasks that were initially impossible to perform can be executed
effortlessly as increased skill is attained.

When an individual attempts to perform a task that is too difficult, his or
her available repertoire of methods and skills is insufficient to perform the
task successfully. In this chapter I argue that when motivated individuals
strive toovercomeobstacles andmasterprerequisite aspects of agiven task,
they must engage in problem solving. Studies of how individuals eventu-
ally master various types of problems should provide unique insights into
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how their cognitive mechanisms, representations, and knowledge change
to solve those problems. Mastery of very difficult problems, such as an un-
familiar technique or developing a better scientific theory, might require
days, weeks, months, or even years, rather thanminutes or hours available
in most studies of problem solving in psychological laboratory.

Some people will probably object that the label problem solving is in-
appropriate when applied to the process of mastering tasks in a domain
of expertise. They will propose that these phenomena should be classi-
fied as skill acquisition or complex learning. To be sure, when most text-
books in psychology discuss problem solving, they rarely refer to highly
skilled performance, focusing instead on studies of classic problems, such
as the Tower of Hanoi (Gagne & Smith, 1962; Simon, 1975), the tumor
radiation problem (Duncker, 1945), and the pendulum problem (Maier,
1931). The large differences in tasks seem to support the argument that the
two types of phenomena have always been viewed as distinct. However,
a historical survey suggests that at one time a much closer relationship
was assumed to exist between problem solving with puzzles and expert
performance.

In the foreword to his classic paper, Duncker (1945, p. v), one of the
foremost pioneers in the study of problem solving, claimed that he was
tempted “to study productive thinking where it is most conspicuous in
great achievements” and that “important information about the genesis of
productive thought could be found in biographicalmaterial.”However, he
concluded that “although a thunderstorm is the most striking example of
electrical discharge, its laws are better investigated in little sparks within
the laboratory. To study in simple, convenient forms what is complicated
and difficult to access is the method of experimental science; to lose in this
simplification just the essential aspects, is its notorious danger. Experimen-
tal psychology, more than all other sciences, is continually faced with this
danger.”

Drawing on the analogy with the study of lightning, Duncker (1945,
p. v) intentionally restricted his study of problem solving to “practical and
mathematical problems,” “because such material is more accessible, more
suitable for experimentation.”Duncker assumed that theprocessof solving
mathematical problems in the laboratory induced the same phenomenon
of problem solving as the one observed in generation of great achievements
and expert performance; the differences were primarily amatter of degree.

The hypothesis that it is possible to use the laboratory to capture pure
manifestations ofmental functions observed in everyday life, such as prob-
lem solving and memory, in simpler form, is one of the cornerstones of
modern experimental psychology. Let us first use the example of lightning
to show convincing evidence for the parallels between laboratory and ev-
eryday phenomena, and then examine the evidence for parallels between
problem solving in the laboratory and great achievements.
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Howdid 18th-century scientists establish that sparks of static electricity
encountered in everyday life were miniature versions of the lightning ob-
served during thunderstorms? Since the earliest times people have recog-
nized the strange effects of static electricity that cause invisible effects and
sparks of discharge. In the 17th and early 18th century, scientists designed
and refinedmachines toproduce and storeveryhigh levels of static electric-
ity and discharge bright sparks. Several scientists, among them Benjamin
Franklin (Clark, 1983), proposed that lightning was a more intense ver-
sion of the same phenomenon. Franklin listed many similarities, ‘They
both gave out light of the same color and had crooked direction and swift
motion . . . both were conducted by metals, made noise, ‘subsisting’ in
water and ice, and could tear apart materials that they went through. In
addition, both could kill animals, melt metals, set fire to inflammable sub-
stances and produce sulfurous smell” (Clark, 1983, p. 80). Franklin then
demonstrated that he could tap the static electricity in a thunderstorm by
sending up a kite and conducting the static electricity down the wet string
from the cloud. Hewas able to use the naturally occurring phenomenon of
the storm to reproduce characteristics of static electrical discharge induced
under laboratory conditions.

Do we know enough about the characteristics of productive thinking
used to solve practical and mathematical problems and the processes me-
diating great achievements to draw the conclusion that productive think-
ing captured in the laboratory will automatically apply to great achieve-
ments? The answer must be “No.” The progress on understanding puzzle
problem solving during the 20th century was remarkable, and was largely
attributable to Duncker’s (1945) research. However, as I show in the next
section, the concept of problem solving does not correspond to a single
well-defined phenomenon. It has changed considerably during the last
century in tight connection with the changes in the dominant theoretical
framework of general psychology. In fact, as more knowledge has been
accumulated about various forms of thinking, such as decision making,
comprehension, reasoning, planning, and creative thinking, the harder it
has become todistinguishproblem solving as a separate phenomenonwith
its unique processes and mechanisms.

The research efforts to identify the structure of thinking led to great
advances in the design of experiments and the methodology for trac-
ing complex cognitive processes in the laboratory with recordings of eye
movements and concurrent verbalization. These developments revealed
that performance on simple laboratory tasks is oftenmediated by complex
knowledge and semantic memory, and they provided tools for studying
complex performance.

Ericsson and Smith (1991) showed that the same methodology can be
adapted to study expert performance and its mediating cognitive pro-
cesses as well as the learning processes that led to this superior level of
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performance. For example, if we are interested in how world-class chess
players are able to play better than other less accomplished players, we
should study the cognitive processes involved in playing at theworld-class
level. If we are interested in how scientists are able to produce consistently
superior pieces of research and how musicians are able to produce rich
musical experiences for their audiences, we should study the processes
involved in producing these achievements. Once we are able to reproduce
expert performance with representative tasks in the laboratory (de Groot,
1946/1978; Ericsson & Smith, 1991), it is possible to submit the mediating
processes to analysis and experimental variation.

Consider how Benjamin Franklin waited for a thunderstorm to send up
his kite to siphon off static electricity from the clouds. In much the same
way, it is possible to reproduce the necessary representative conditions for
expert performance and thenmerely request thatwilling expert performers
exhibit their superior performance under those conditions. When the ev-
eryday phenomenon of expertise can be reproduced in the laboratory, then
the difficult problemof establishing the equivalence betweenphenomenon
in everyday life and the laboratory can be avoided.

outline of the chapter

Until the 19th century, most scientists and philosophers believed that it
would be impossible to use scientific methods in the rigorous study of
thinking and problem solving. I therefore briefly discuss how the study
of problem solving evolved within the scientific discipline of psychology
and how it led to studies of problem solving primarily using puzzles and
traditional laboratory tasks. Then I focus on the methodological advances
in studying thinking and how they allowed scientists to describe the struc-
ture of problem solving with puzzles. In the main body of the chapter
I discuss how the same methods can be used to study problem solving
and thinking within the context of representative tasks that capture expert
performance and its acquisition. I conclude with a brief discussion of our
emerging knowledge of problem solving in highly skilled performance
and its relation to problem solving with traditional puzzles and discuss
some future directions of problem solving research.

Approaches to the Study of Problem Solving and Thinking:
Historical Background

Conceptions of the structure of the human mind have gone through dra-
matic changes during the history of our civilization. Humans have al-
ways reflected on experiences and feelings.With Aristotle and other Greek
philosophers, the search for the structure of consciousness and its basic



The Acquisition of Expert Performance 35

elements became more systematic, based on observation and analysis of
one’s own thinking. One of the central problems of these introspective
efforts was the private nature of consciousness; one person’s conscious
awareness could not be directly experienced by others. Only a few cen-
turies ago prominent philosophers such as Immanuel Kant denied the
possibility of even studying complex mental phenomena and subjective
experience with scientific methods.

When the first psychological laboratorywas established in Germany to-
ward the end of the 19th century, Wilhelm Wundt, the founding father of
experimental psychology, deliberately focused his research on themost ba-
sicphenomenon,namely, sensoryperception.Otherpioneering researchers
in psychology, such as Hermann Ebbinghaus, also designed techniques to
measure basic forms ofmemory processes inwhich thinking andmeaning-
ful associations were minimized, such as Ebbinghaus’s famous nonsense
syllables. Ebbinghaus showed that it was possible to design experimen-
tal situations in which the results of complex mental capacities, such as
memory, could be directly observed and measured. His empirical studies
focused on general processes and capacities so basic that theywere notme-
diated by thinking and therefore could not be analyzed by introspective
methods. These empirical paradigms allowed measurement with quanti-
tative methods and the mathematical expression of general laws that were
consistent with other natural sciences.

The scientific approach of identifying general laws and simple basic
mechanisms to account for the complex natural phenomena had been very
successful in the natural sciences. The application of this analytical ap-
proach to psychological phenomena is nicely summarized in Morgan’s
canon: “In no case may we interpret an action as the outcome of the exer-
cise of a higher faculty, if it can be interpreted as the outcome of the exer-
cise of one which stands lower in the psychological scale” (Morgan, 1894,
p. 53).

This general commitment to reductionism has had major impact on the
study of higher level cognitive processes, such as problem solving. First,
it led to prioritization of research that would extend our knowledge about
the basic processes of sensation, perception, memory, and action. Second,
the study of thinking and other complexmental phenomenawas primarily
motivated by the question of whether these complex phenomena could be
accounted for within the current theoretical framework, and thus reduced
to explanations based on the existing set of basic processes and capacities.
As new knowledge emerged and new theoretical frameworks were de-
veloped, the boundary between phenomena that could and could not be
accounted for within the dominant theoretical framework kept changing.
These theoretical transitions had far greater effect on the study of complex
phenomena such as problem solving than they did on phenomena that
could be explained by less complex mechanisms.
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The central challenge when studying thinking and problem solving in
everyday life is their covert nature and complexity. Scientists must either
findmethods that allow themtomonitor the complexityof thought in a task
or find unfamiliar tasks in which participants’ relevant knowledge is min-
imized. I sketch some important methodological developments that were
significant stepping stones in the modern study of thinking and problem
solving. I also briefly point out how the dominant theoretical frameworks
in psychology changedduring the 20th century, hownew frameworks con-
ceived of problem solving differently and favored different empirical tasks
for its study.

Initial Attempts to Study Thinking

The pioneering researchers in the 19th century, such as Wilhelm Wundt,
were explicit about the limitations of their methods and rejected the possi-
bility of extending them to the study of complex experience and thinking
in everyday life. Their studies were restricted to simple sensations, such
as pure tones and points of light. The primary focus of the research was
establishing how variations in the physical aspects of a stimulus are reg-
istered by neural receptors and processed by the nervous system. It is
important to remember that the very existence of many of these recep-
tors was controversial at the start of this research. Wundt also studied the
speed of neural transmission of information and recorded the time to re-
act and make other judgments about simple stimuli (cf. Donders, 1868/
1969).

It is not typically recognized that Wundt deliberately limited his re-
search to simple sensory stimuli to map out their encoding by receptors
and thenervous system.Wundt argued that complex experience of the type
analyzed by contemporary philosophers was qualitatively different from
sensory stimulation. According to Wundt, an individual’s experience in
everyday life is a complex mixture of sensory information that is merged
with the vast amount of accumulated prior experience. Wundt believed
that his analytic methods could not be used to uncover the fluid and com-
plex structure of experience and thinking.

Around the beginning of the 20th century, many psychologists became
increasingly interested in going beyond simple sensory stimuli and study-
ing complex thought. They tried todevelopWundt’s rigorous introspective
methods and the old philosophical method of self-observation into a sci-
entifically acceptable method for describing the detailed elements of com-
plex thought. The most famous developments occurred at the University
of Würzburg where highly trained observers (often professors of psychol-
ogy) were asked to perform various tasks involving reasoning and deci-
sion making and afterward give introspective analyses of their thoughts.
To induce original thinking the investigators designed tasks that observers
were unlikely to have encountered previously. Some of the tasks involved
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answering questions, such as “Do you understand the meaning of the fol-
lowing saying ‘We depreciate everything that can be explained’?” (Bühler
in Rapaport, 1951, p. 41)

These introspective analyses revealed many different types of thoughts
and mental elements, even thoughts without associated sensory images –
imageless thoughts. Karl Bühler argued in a series of papers that because
Wundt’s theory could not account for the existence of imageless thought,
it must be incorrect. Wundt countered that it was impossible to simultane-
ously perform the assigned task and observe neural activity in the brain.
Wundt emerged victorious from his famous exchange with Bühler, and
some of Karl Bühler’s original observers even conceded that their reports
of imageless thought must have been flawed.

It is important to note that Wundt forcefully argued all along that con-
current introspective analysis of thinking is not possible because it would
disturb the flow of thinking and produce potentially biasing inference.
Subsequently, all of the main psychological theories for studying think-
ing, such as behaviorism, gestalt psychology, and information process-
ing, developed verbal reports methodologies to externalize thinking that
would not disturb the associated thought processes and bias the verbalized
information.

Behaviorism and Studies of Thinking
When John B. Watson (1913) introduced behaviorism in his seminal pa-
per he criticized the introspective analysis of experience and proposed an
alternative approach based on observable behavior and performance. A
careful reading of this paper shows that there was considerable agreement
between Wundt and Watson. Both rejected introspective analysis of com-
plex mental phenomena such as thinking, although their theoretical ratio-
nales differed. Furthermore, Watson accepted the research contributions
on sensory perception and psychophysics by Wundt and his colleagues
because these findings were supported by observable performance in the
form of accurate perceptual judgments of presented stimuli.

A fundamental assumption of behaviorism is that behavior can be de-
scribed by sequences of responses elicited by selected aspects of environ-
mental stimuli. This assumption closely matches the consensus view of
thinking as a sequence of thoughts (Ericsson & Crutcher, 1991), illustrated
in Figure 2.1. Watson (1924) proposed that thinking could be described
as covert, internalized behavior, especially in the form of inner subvocal
speech. If one wished to study thinking, he or she should instruct sub-
jects to “think aloud.” Watson (1920) was the first investigator to publish a
case study of thinking aloud. These think-aloud verbalizations provided a
direct externalization of the subject’s inner speech. They provided an un-
biased trace of thinking that could be readily elicited by untrained adults,
thus alleviating the problems of the extensive training and retrospective
analysis associated with introspection.
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figure 2.1. Thinking illustrated as a sequence of thoughts where each thought
emerges in attention as the end result of covert retrieval processes.

The primary focus of behaviorism was on the learning and acquisition
of stimulus-response (S-R) connections rather than the access and use of
previously stored S-R connections to guide thinking and problem solving.
Within this theoretical framework, the difficulty of completing a task and
finding the correct answer was directly related to the number and relative
strength of competing responses. Extensive research was conducted on
anagram tasks in which a subject is asked to identify an English word,
such as CRIME, from a scrambled sequence of letters, such as RECMI. By
analyzing the letter combinationswithin the targetword and the presented
anagram, researchers were able to predict subjects’ difficulty in generating
and retrieving the solution word.

Researchers were able to demonstrate that inconsistent prior experi-
ence, such as functional fixedness and set, could increase solutiondifficulty
across a wide range of tasks. Subsequent theoretical frameworks includ-
inggestalt and information-processingpsychology identified typesof tasks
that could not be easily explained in terms of acquired S-R connections.

Gestalt Psychology and Human Information-Processing Psychology
It is very difficult to refute the behaviorist assertion that relevant prior
experience and previously acquired S-R relations could explain the gener-
ation of solutions to encountered problems in everyday life. It is practically
impossible to describe the experience and skills that adults could have ac-
quired during their extended development; hence, one cannot rule out
the possibility of mediation by relevant S-R connections. In some truly pi-
oneering work, Karl Duncker (1926) decided to test problems on which
individuals were virtually assured to be inexperienced, and thus could not
have acquired S-R connections. He selected problems to be as simple as
possible and yet offer compelling refutation of the sufficiency of acquired
S-R connections. Duncker (1945)monitored his subjects’ thought processes
during problem solving by asking them to think aloud. Their verbal pro-
tocols revealed that subjects developed solutions by reasoning where a
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mental presentation of the presented problem mediated the generation
and evaluation of possible solution characteristics.

A significant advance in our understanding of problem solving was
attained when Newell and Simon (1972) proposed the information-
processing theory of human problem solving. Puzzles such as the Tower of
Hanoi andMissionaries andCannibals are particularly suitable to accounts
based on information processes. These problems are easy to understand
and represent some of the simplest structures that can induce problem
solving in adults. The problem descriptions contain all the essential infor-
mation necessary to solve the puzzles.

Newell and Simon (1972) proposed a formal description of the tasks
and showed that it was possible to use task analysis to identify partici-
pants’ possible solution paths, based on their prior knowledge and limits
in information-processing capacity. The task analysis for many puzzles is
relatively easy because participants’ relevant knowledge is limited and the
task instructions refer primarily to rules for making local moves between
different situations or states. Within this type of description a solution cor-
responds to a path that connects the starting state to the goal state by a
sequence of states. When all the possible states and their connecting tran-
sitions in the state space are illustrated in the form of a map, then it is easy
to depict the possible alternative paths and solutions uncovered in the task
analysis.

This map of the state space allows investigators to study generation of
the solution and how individuals approach the goal state by successive
moves that lead to transitions to new states. Given that there is often a
close mapping between the external configuration of the problem and the
theoretical analysis of states, it is possible to view an individual’s solu-
tion path as a series of discrete transitions in a maze, as is illustrated in
Figure 2.2.

The formal description of the problem and the associated state space
allowed Newell and Simon (1972) to propose formal models of prob-
lem solving in the form of computer models within the constraints of
human information-processing capacities. Newell and Simon (1972) de-
signed themechanisms so their computer models generated solutions that
matched closely with thoughts verbalized by individuals solving the same
problems. Hence, the main characteristics of the sequences of generated
thoughts could be regenerated and thus accounted for by the proposed
information-processing models (Ericsson & Simon, 1984, 1993).

Information-processing analysis is particularly powerful when the task
structure is well defined and the associated rules are included in the task
instructions. Given that most tasks studied in the laboratory have been de-
veloped to be clear and well defined, it was possible to extend this type of
analysis to a wide range of tasks other than problem solving. Information-
processing analyses were developed for tasks studying memory,
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Start

Goal

GoalStart

figure 2.2. Two types of highly structured task environments. Top: A maze used
in learning experiments with animals and humans. Bottom: A graphical depiction
of all possible states with the associated legal moves and transitions in the problem
space for the missionaries and cannibals problem.

comprehension, concept formation, decision making, and reasoning (see
Greeno & Simon, 1988, for a review). Cognitive processes in these different
tasks didn’t differ from each other in any qualitative manner, and all tasks
involved sequences of thoughts. Thedifferences could be fully explained in
terms of the different tasks used to induce the different forms of thinking,
where the goals and relevant knowledge differ from task to task.

Information-processing psychology and gestalt psychology were able
to analyze the processes mediating solutions to traditional problems and
puzzles and show that the elements of problem solving corresponded
to preexisting processes, representations, knowledge, and experience.
Information-processing models demonstrated how general processes and
representations could generate solutions similar to those of human par-
ticipants. Both of these approaches were able to account for productive
problem solving and solutions to new puzzles within the same framework
used to explain other types of cognitive phenomena, such as perception,
memory, concept formation, and reasoning. The study of problem solv-
ing led to successful theoretical accounts without the need for unique
problem-solving capacities. In fact, problem solving could no longer be
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distinguished as a well-defined empirical phenomenon. However, it
turned out to be far more difficult to explain the sources of stable individ-
ual differences in speed and accuracy of performancewithin the theoretical
framework of information processing (Hunt, 1978; Sternberg, 1977).

Some Conclusions From Traditional Laboratory Studies
of Problem Solving

In the last couple of centuries, the dominant theoretical framework for de-
scribing thinking and problem solving has changed so much that true ac-
cumulation of theoretical knowledge has been difficult. The changes have
frequently been revolutionary, such as the transition from structuralism
to behaviorism, and from behaviorism to cognitive theories. Around the
beginning of the 20th century, the introspective method for studying the
sensory aspects of consciousness was viewed to be a defining aspect of
psychology. Within decades it was discarded as a valid method for ana-
lyzing the structure of thought. The behaviorists’ rejection of mediating
unobservable representations in favor of what could be directly observed
was followed by alternative proposals by gestalt psychology, and later the
information-processing theories that described how cognitive processes
mediate thinking.

Theoretical differences were also clearly revealed by the types of tasks
selected to elicit problem solving. All theoretical frameworks focused on
the simplest tasks that would be sufficient to induce problem solving. For
behaviorists, the task of rearranging anagrams to form words was simple;
the primary challenge concerned retrieving words from the lexicon, es-
pecially infrequent words with weak associations to the presented letters.
The gestalt and information-processing theorists searched for unfamiliar
tasks that forced participants to generate thoughts and actions using gen-
eral processes and representations, basedonvery limiteddirect experience.
In spite of these major differences in theoretical perspectives and task se-
lection, there appears to have been remarkably general agreement on the
structure of thinking and the methodology for studying thinking.

All theoretical frameworks for describing thinking, including problem
solving, have proposed that thinking can be accounted for by a sequence
of thoughts, as illustrated in Figure 2.1. Thinking processes that are nor-
mally covert can be made overt by instructing subjects to vocalize their
inner speech and to verbalize mediating thoughts. The behaviorist John
B. Watson pioneered the procedure of instructing participants to “think
aloud” as they solved problems.

The techniques used for collecting valid verbal protocols instruct par-
ticipants to remain focused on the primary task and to verbalize thoughts
mediating the primary performance.When participants are given this type
of instruction, no reliable differences in performance have been found
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between silent participants and participants who are thinking aloud
(Ericsson & Simon, 1993). However, when participants are asked to do
more than merely verbalize their thoughts, then giving verbal reports has
been found to influence thinking and performance on the experimental
task. Even the introspectionists agreed that attempts to concurrently ana-
lyze the structure of one’s thoughts while verbalizing them influenced the
sequence of thought processes and led to associated changes in task per-
formance (Lindworsky, 1931). Similarly, when participants are instructed
to explain how they generate their answers or give detailed descriptions of
their thoughts, then their thinkingprocesses also change. Inmost cases par-
ticipants do not spontaneously generate explanations for their solutions,
and therefore they have to generate thoughts associated with the expla-
nations just to be able to verbalize them. Generating the requested expla-
nations or other detailed descriptions changes the sequence of thoughts,
which in turn influences performance (Ericsson & Simon, 1993).

Figure 2.3 illustrates a variety of other dependent measures that, along
with concurrent and retrospective verbal reports, provide convergent ev-
idence of performance (Ericsson & Oliver, 1988; Ericsson & Simon, 1993).
For example,when individuals reportmediated thoughtswhengenerating
an answer, reaction times (RTs) are usually longer than when the answer
is accessed directly, and the number of intermediate thoughts reported is
correlated with longer RTs.

Similarly, when individuals verbalize perceptual details of stimuli in a
visual task, there is generally a close temporal relation between the direc-
tion of their gaze recorded in eye fixations and their subsequent verbaliza-
tion. Researchers have also related verbal reports to electrophysiological
recordings, such as EEG, and more recently to patterns of blood flow de-
termined by brain images, such as functionalmagnetic resonance imaging.
In sum, the methodology for recording and analyzing detailed cognitive
processes has developed dramatically during the 20th century, and these
improvements are likely to continue as technology advances. With current
methodology for recording verbal reports, eye movements, and electrical
activity and blood flow in the brain, it is now possible to collect a rich set
of indicators of an individual’s cognitive processes during a single trial.

It has beenpossible to record andanalyze correlates of thedetailed struc-
ture of thinking for some time.However, the vastmajority of scientists have
not been interested in the detailed characteristics of thinking of individ-
ual participants. Their main focus has been on identifying capacities and
processes that generalize across trials, task domains, and participants.

The Search for Generalizable Capacities and Processes

When thepioneersofpsychology, suchasWundtandEbbinghaus, founded
our discipline the primary goalwas to develop empirical and experimental
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methods to study psychological phenomena in the laboratory. Following
the general approach of natural science, researchers were interested in
studying psychological phenomena in their most basic and general form.
WundtandEbbinghausacknowledged the complex structureof experience
and had no objective methods to study that level of complexity except for
the reactive and subsequently discarded method of introspective analysis
of complex thoughts.

These pioneering psychologists followed the approach of the natural
sciences in which laboratory tasks were designed to reduce the role of the
complex factors influencing performance in everyday life. For example, if
one is interested in a general law such as gravity, it is better to study free
fall under conditions of vacuum, without the complications of air resis-
tance and displacement, rather than study the free movements of common
objects, such as feathers, balloons, or coins.

It is interesting to examine howEbbinghaus and his colleagues followed
these principles when designing their memory experiments. Participants
were encouraged to merely pay attention to the presented information
without actively encoding the information and without generating associ-
ations to prior knowledge and experience. By designing nonsense syllables
that were not inherently meaningful, such as PIQ and TEB, and increas-
ing the rate of item presentation, researchers attempted to minimize the
possibility that participants could draw on prior experience and related
knowledge. They hoped to study the “direct” memory effects of multi-
ple exposures to stimuli. Similarly, researchers interested in perceptual
phenomena studied combinations of perceptual elements and generally
developed simple tasks involving detection and recognition in which per-
formance primarily reflected perception. Keeping the perceptual stimuli
and tasks simple minimized attentional demand and its effects on mem-
ory. Problem-solving researchers have often studied tasks in which most
task-relevant information was limited and available to the participants,
thus reducing the effects of memory. Most problems and puzzles selected
for problem-solving research minimized the role of prior experience and
often provided the information needed to solve them.

If we consider a dimensionmeasuring the number of factors that define
the context and situation of behavior, then typical laboratory tasks would
fall at one extreme and expert performance at the other, as illustrated in
Figure 2.4. The laboratory tasks should, according to the traditional view,
capture the general and basic aspects of mental processes and capacities
and provide investigators with ideal conditions for studying and describ-
ing these basic capacities. These general capacities are assumed tomediate
and constrain performance in all everyday cognitive activities. Although
individuals acquire knowledge and skills that help themmaster the behav-
ior required in everyday life, the basic underlying processes and capacities
are assumed to remain invariant for adult participants.
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figure 2.4. Three laboratory-based approaches to the study of working memory
for skilled everyday activities.

The crucial assumption that basic mental functions studied with tradi-
tional laboratory tasks are the same as those that underlie and constrain
performance in everyday life has not been directly tested empirically in
psychology. A direct test of this assumption in psychology would entail
capturing everyday performance, then examining its mediating mecha-
nisms to show their relationship with basic functions studied in the lab-
oratory. In the second half of this chapter I discuss approaches to cap-
turing performance in everyday life and examine these phenomena with
the full range of scientific methods, such as experimental variation and
procedures for tracing the cognitive processes. Before describing these
studies of reproducible performance in everyday life, such as expert per-
formance, I briefly review some concerns raised about the generalizabil-
ity of processes and capacities assumed to mediate standard laboratory
tasks.

Do Basic, Invariant Processes and Capacities Mediate Performance
on Laboratory Tasks?

The assumption that performance of “simple” tasks reflects elementary
basic processes and capacities has a long, contested history. As far back
as the 19th century, Ebbinghaus’s original proposal for the mediation of
basic associative processes in his memory tasks was almost immediately
contested (Müller & Pilzecker, 1900; Müller & Schumann, 1894). Müller
and his collaborators reported analyses of errors that indicated the medi-
ation of more complex mechanisms. Another general source of evidence
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questioning themediationof basic processes on simple taskswasdiscussed
by Binet (Varon, 1935). Binet reached the conclusion that elementary tasks
of perception, judgment, andmemorywere unsuitable formeasuringmen-
tal abilities suchas IQ, becauseparticipants’ performance improvedgreatly
with practice. He found much higher reliability and stability for tests of
knowledge, comprehension, and skills, so his IQ test was based on those
types of test items. More recent reviews (Gibson, 1969) have shown that
practice effects are found with tests of basic perceptual and perceptual-
motor performance for virtually every task, and that the improvements
are large. When performance on tasks can be greatly improved with fur-
ther practice, it is unlikely that the task performance closely reflects basic
and invariant processes and capacities.

How canwe reconcile large performance improvements on simple tasks
that are presumed to be mediated by basic unmodifiable capacities? Just
because a scientist designs a very simple task, one cannot take for granted
that all participants perform the task by a simple sequence of operations
in the manner hypothesized by the scientist. In fact, hardly any theories
of cognitive phenomena provide a complete account of how individuals
perform laboratory tasks: how they comprehend task instructions, famil-
iarize themselves with the experimental situation, and generate a strategy
or method for completing the tasks. Most laboratory tasks are designed
to be unfamiliar, so participants must draw on their general knowledge
and skills to comprehend the tasks and generate strategies for performing
them. Though the tasksmay be novel, most of the stimuli used are familiar
and often involve digits, letters, words, and pictures of familiar objects.
Subjects’ encodings of these stimuli therefore reflect the acquired systems
of symbols as well as associated representations, skills, and knowledge
involving these encodings.

When individuals confront unfamiliar tasks – even seemingly simple
tasks with familiar stimuli – there is no assurance that they will rely on the
same sequence of mediating complex processes such as the one that is il-
lustrated in Figure 2.3. In fact, evidence from concurrent and retrospective
reports, analyses of patterns of RTs, errors, and eye fixations show that par-
ticipants actively search for the best strategy to perform tasks as accurately
and rapidly as possible (see Ericsson & Oliver, 1988, for a review). Once
they have settled on a consistent strategy, their performance often requires
intermediate thoughts and processing steps (Ericsson & Simon, 1993). In
sum, the structure of performance onmost laboratory tasks is complex and
variable across subjects.

The performance is not necessarily stable on memory tasks assumed
to measure basic memory capacity, since this performance can be greatly
improved by acquired skills. Chase and Ericsson (1981, 1982) showed
that memory performance on a test for immediate recall of presented
sequences of digits was qualitatively changed as a function of practice.
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After extended practice, their participants’ memory performance had im-
proved from seven digits to over eighty digits – an improvement of over
1000%, corresponding to an effect size of over 50 standard deviations.
Such dramatic improvements in memory performance have since been
replicated by many different researchers (Ericsson, 1988; Kliegl, Smith,
Heckhausen, & Baltes, 1987; Wenger & Payne, 1995). These studies show
that performance on memory tasks for briefly presented information in-
creases when the individuals engage in more rather than less cognitive ac-
tivity involving the generation of complex encodings based on semantic
memory for related information (Chase & Ericsson, 1982).

When participants work with laboratory tasks designed to elicit con-
cept formation (Bourne, Goldstein & Link, 1964; Coltheart, 1971), problem
solving (Atwood, Masson, & Polson, 1980; Karat, 1982; Newell & Simon,
1972), and decision making (Payne, 1976; Svenson, 1979), they develop
strategies to minimize the number of goals and hypotheses that have to be
maintained in short-termmemory. Their performance would appear to be
tightly constrained by the limited capacity of their workingmemorywhen
theyfirst encounter these tasks. Yet howcan one reconcile the constraints of
workingmemory in laboratory taskswith their apparent absence in skilled
activities? One possibility is that individuals are not rigidly constrained by
the limited capacity of short-term memory, but are able to expand their
memory capacity for a particular type of information within a given task
activity by acquiring appropriate skills (Ericsson&Kintsch, 1995; Ericsson,
Patel, & Kintsch, 2000).

When participants confront unfamiliar tasks, their specific acquired
memory skills cannot be applied and they are forced to rely on very general
skills for maintaining information, such as rehearsal (Ericsson & Delaney,
1999). Many common procedures in the design of laboratory studies are
likely to interfere with accurate memory of the current task. Typically, ex-
perimenters attempt to control for incidental stimulus characteristics by
counterbalancing and factorial designs, presenting a large number of sim-
ilar tasks within the same session, which may lead to considerable proac-
tive inference and the need to maintain information by rehearsal. When
investigators design tasks that minimize the relevance of prior knowledge
and eliminate redundant stimuli, their findings have limited relevance to
behavior in everyday life.

In sum, when encountering laboratory tasks participants have to un-
derstand the tasks and design suitable strategies to perform them. They
often develop complex methods and strategies to perform seemingly sim-
ple tasks, and strategies differ across subjects. These findings raise further
concerns about the assumption that basic capacities mediate performance
on laboratory tasks as well as behavior in everyday life. To empirically
assess that assumption one needs to describe and analyze the processes
and capacities mediating performance in everyday life.
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Capturing Processes With Representative Tasks From Everyday Life:
Another Approach

The issue of how to study psychological phenomena in everyday life has
beendiscussedextensivelybymany influentialpsychologists (Barker,1978;
Bronfenbrenner, 1979; Brunswik, 1943; Gibson, 1979; Neisser, 1976). Rather
thandiscussing their important contributions, I point to anewanddifferent
approach focusing on a very constrained phenomenon in everyday life,
namely, the superior performance of experts.

Most behavior in everyday life cannot be viewed as performance,where
individuals make efforts to attain the highest level of achievement. If indi-
viduals are not trying to produce their maximal performance, it is unlikely
that the observed behavior will reflect underlying limits of information
processing and basic capacity. In direct contrast to the complete focus on
the subjects’ best task performance in laboratory studies, individuals in
everyday life value relaxation and spontaneous interactions. When people
watch television they do not intentionally attempt to memorize the pre-
sented information to be prepared for a subsequent memory test. Instead,
the resulting memory is an indirect consequence of their comprehension
of the television program. When they type a message they do not try to
complete the message at maximal speed. Instead, they take their time and
pace themselves. When people drive home they typically do not try to
get home in the shortest possible time. Most people are more focused on
relaxing and getting home safely with a minimal amount of effort.

There are relatively few instances of everyday behavior that can be
viewed as efforts to attainmaximal performance. However, there are types
of behavior in everyday lifewhere some individuals aremotivated to attain
high levels of performance, such as their work performance and achieve-
ments in recreational activities. Within these types of activities individuals
reach a stable level of performance when they are able to perform at a
consistent level in similar situations. Within these domains there are large
individual differences in achievement. Some individuals, often referred
to as experts, can easily accomplish tasks that are outside the range that
most other individuals have been able tomaster. If it is possible tomeasure
these individual differences in stable performance, then it should be possi-
ble to reproduce the performance and the associated individual differences
under standardized conditions in the laboratory. By experimental exami-
nation of the performance, it should be possible to identify the processes
and capacities that mediate and constrain the superior performance.

the scientific study of expert performance

Most types of human activity are evaluated. When individuals perform
in front of an audience during athletic competitions or music and dance
performances, their achievement is nearly always evaluated and compared
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with related achievements by others. Similarly, most types of work have
to be evaluated to set appropriate compensation. Professionals in specific
domains often form organizations that identify individuals with excep-
tional achievements. It is generally assumed that as individuals become
increasingly experienced and knowledgeable, they become experts and
can perform at a higher level, as pioneering expertise researchers (Chase
& Simon, 1973; Glaser & Chi, 1988) have proposed.

In many but not all domains of expertise, individuals have been con-
cerned about assessing the level of reproducible performance under fair
and controlled circumstances. Most sport competitions are highly stan-
dardized and even approach the level of rigorous control over conditions
attained in laboratory studies. In a similarmanner,musicians, dancers, and
chess players perform under controlled conditions during competitions
and tournaments. Individuals who display superior performance from
competition to competition meet the standards of reproducible superior
performance.

In most professional domains, such as medicine, accounting, and psy-
chology, formal evaluation is endedwhen the individual has completed his
or her education and is licensed as a regular professional. Do individuals
continue to improve with further experience in their domains? As a first
step to address that question, Ericsson and Smith (1991) discussed how
various types of professional expertise could bemeasured by performance
under comparable conditions. Recent reviews find that only experts in cer-
tain domains have been shown to perform at a level consistently superior
to less experienced individuals (Ericsson & Lehmann, 1996). For example,
highly experienced psychotherapists are not more successful in treatment
of patients than novice therapists (Dawes, 1994), and stock-market experts
and bankers are not able to forecast stock prices reliably better than univer-
sity teachers and students (Stael vonHolstein, 1972). If we are interested in
understanding the structure and acquisition of excellence in the represen-
tative activities that define expertise in a given domain, we need to restrict
ourselves to domains in which experts can be shown to exhibit objectively
superior performance.

When expert performers can reliably reproduce their superior perfor-
mance in public, it is likely that they could do the same during training,
and even under laboratory conditions, a finding confirmed by recent re-
search (Ericsson & Lehmann, 1996). Unfortunately, the conditions of natu-
rally occurring expert performance are quite complex and frequently differ
markedly across domains. For example, musicians are allowed to select
their own pieces of music for their performance. The sequences of moves
that chess players select are virtually never the same across games, and
thus the chess positions encountered will differ. Medical doctors are very
unlikely to encounter patients with the same configuration of symptoms,
even when they are suffering from the same disease.
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The large variability in difficulty and complexity of situations that ex-
perts encounter makes it difficult to compare the success of their perfor-
mance. For example, the most accomplished doctors are frequently given
the most challenging medical cases that other doctors have been unable to
diagnose and treat successfully. A low success rate with the most difficult
cases might well correspond to a higher level of performance than a high
success rate for the most routine and easy cases. Unless all performers are
given tasks of comparable difficulty, accuratemeasurement of their relative
performance will be difficult or even impossible.

Capturing Expert Performance Under Standardized
Controlled Conditions

Is it possible to identify situations in which the observed performance
closely reflects the individuals’ level of expertise? Is it possible to present
all performers with the same set of tasks so they will all confront situa-
tions of the identical difficulty level and encounter the same specific chal-
lenges? Ericsson and Smith (1991) proposed that naturally occurring per-
formance should first be analyzed to identify critical activities that capture
the defining characteristics of expertise in a domain, such aswinning chess
games for chess players. Next, representative situations should be identi-
fied that elicit the experts’ superior performance in a way that allows it to
be recorded and measured. Once performance in the representative situa-
tions can be specified, it should be possible to recreate essential elements
of it under controlled laboratory conditions and test experts’ responses. By
instructing individuals to react to a collection of representative situations,
the superior performance of experts can often be reproduced in the labora-
tory and investigators can identify the mediating mechanisms responsible
for the experts’ superiority.

The first scientist to develop this methodology in studying expertise
was Adrian de Groot (1946/1978). He found that chess playing could
be described as a sequence of moves and that the current chess position
contained the necessary information for selecting the best next move. De
Groot (1946/1978) identified chess positions from unfamiliar games be-
tween chess masters, and these could be used as stimuli. All chess players
could now be presented with the same chess positions and perform the
same task of selecting the next best move, as illustrated in Figure 2.5. Any
chess player who consistently selects better chess moves would by defini-
tion be a superior chess player.

De Groot (1946/1978) found that better class players consistently se-
lected superior moves, and the chess moves they selected were some-
times not even considered by the less accomplished players. Subsequent
research has shown that the move-selection task provides the best labo-
ratory test for predicting actual chess skill as measured by performance
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Domain Presented Information Task

Select the best chess
move for this position

Type as much of the
presented text as possible
within one minute

Play  the same piece of 
music twice in same
manner

Chess

Typing

Music

figure 2.5. Three examples of laboratory tasks that capture the consistently su-
perior performance of domain experts in chess, typing, and music. (From K. A.
Ericsson & Andreas C. Lehmann, “Expertise,” in Encyclopedia of Creativity (1999).
Copyright by Academic Press.)

in chess tournaments (Charness, 1981; Pfau & Murphy, 1988). The task of
finding the best move for representative chess positions certainly meets
the criteria for a domain-relevant lab task. In the next sectionwe review re-
search examining the process expert chess players use to generate superior
moves.

Unless we consider the fact that expert chess players were once unable
to generate and select superior moves, it would be easy to attribute their
superior chess skill to innate abilities and mysterious capacities. Similar
qualitative differences between experts and novices can be found in many
domains, including medicine. Medical experts are better able to diagnose
diseases of medical patients, especially when the diseases are rare or com-
plicated by other simultaneousmedical conditions (Norman, Trott, Brooks,
& Smith, 1994; Patel & Groen, 1991).

The second panel of Figure 2.5 illustratesmeasurement of expert perfor-
mance in typing. It is an activity inwhich anyone can select the appropriate
keys. It is the speed of accurately typing that distinguishes experts. In a
typical test of typing speed, all participants are asked to type a presented
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text as fast as possible. The texts have been selected from a large body of
representative, unfamiliar texts. By asking the participants to typedifferent
texts on different occasions, we are able to reproduce the expert typists’
superior performance and analyze its mediating mechanisms. There are
many other domains of expertise, especially sports, where virtually every
adult can perform the activity and individual skill differences are evident
in speed, strength, or endurance.

The third panel of Figure 2.5 illustrates yet another characteristic ev-
ident in many types of expert performance: the ability to control one’s
performance and to reproduce the detailed aspects of a performance re-
peatedly. When studying music expertise, we confront the problem that
expert musicians typically perform pieces of music that are too difficult for
less accomplishedmusicians tomaster.However, it is possible to instruct all
musicians to play easier pieces, then ask each of them to reproduce their
performance for each piece as accurately as possible. Expert musicians
were able to repeat their original performance with much less variability
than less skilled musicians, thus exhibiting greater control over their per-
formance. More generally, the ability to reproduce one’s behavior multiple
times with minimal variation is the hallmark of many types of expertise.
For example, more skilled golfers are able to putt the golf ball so it stops
closer to the hole and can shootmultiple drives to the same target with less
variability than less skilled players. The performance of dart players, rifle
shooters, and archers is directly measured by the ability to reproduce the
same identical performance with minimum deviation from the bull’s eye.

As long as experts are given representative tasks that capture essential
aspects of their expertise, they can rely on existing skills andwill exhibit the
same stable performance as they do in everyday life. It is unlikely that re-
peated testing on randomly sampled situations would allow the experts to
improve their performance.Most experts have attained their highest levels
of performance over several decades, so it would be highly unlikely that
several hours of additional experience and testing could lead to marked
improvements of their performance. The stability of experts’ performance
during testing with representative tasks is a major methodological advan-
tage of the expert performance approach over the traditional approaches
to laboratory testing discussed earlier in this chapter. When the tasks are
unfamiliar, participants have to search for efficient methods, which re-
sults in considerable learning and few stable characteristics mediating
performance.

captured expert performance and problem solving

In most domains of expertise, investigators have identified representative
tasks that capture essential aspects of experts’ superior performance.When
we present individuals with the same series of tasks, we expect to measure
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Distribution of
observed performance

for an expert

Level
of

Perform-
ance

for a beginner

Tasks ordered according to their level of difficulty

Task
#1

Task
#2

Task
#3

Task
#4

Task
#5

Task
#6

Task
#7

Task
#8

figure 2.6. An illustration of the distribution of performance for a beginner and an
expert as measured by success in mastering representative tasks from the domain
of expertise that differ in difficulty. The representative tasks have been arranged
according to their difficulty levels, which are marked by horizontal lines in the
figure.

stable individualdifferences that correspond todifferent levels of expertise.
The tasks are of graduated difficulty, so it is often possible to generate an
approximate rank order of difficulty, where the associated performance is
related to the attained skill level, as illustrated in Figure 2.6.

As a first approximation when testing, one can identify unchallenging
tasks that arewell below an expert’s skill level. It is also possible to identify
other taskswell above the current skill level thatwouldbedifficult, perhaps
even impossible, to perform at an acceptable level at the required speed
set for the test. Performance on problems of the same difficulty varies
from test to test. An individual’s performance is therefore better described
as a distribution, in which performance is sometimes substantially above
the current mean and sometimes well below. Sampling tasks from large
collections containing many different difficulty levels makes it possible to
challenge most performers in a domain and evaluate their performance
under a variety of conditions.

The domain of expertise offers an excellent opportunity for researchers
of problem solving to repeatedly study how individuals at a given skill
level are able to reach an initially unobtainable performance. Even more
appealing is the opportunity to examine the mechanisms that allow more
skilled performers to generate the required performance with minimal
processing. By comparing the performance of experts and novices on the
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same task, it is possible to assess the mediating mechanisms responsible
for the difference in performance and then to analyze thesemechanisms by
process-tracing methods and experimental manipulation of the presented
tasks.

In the next section I consider studies that assess mechanisms that medi-
ate problem-solving ability in a domain. After that I focus on the important
fact that every individual’s performance, including that ofworld-class per-
formers, started out at a very low level, typically when the individual was
a child. Most every youngster knows that it is possible to improve con-
sistency through practice, but that fairly soon the improvements become
smaller until eventuallymost people reach somekind of plateauwhere fur-
ther improvement of performance is impossible. The thrust of this section is
that individuals who are able to keep improving after that stage is reached
are engaged in a type of problem solving referred to as deliberate practice
(Ericsson, Krampe & Tesch-Römer, 1993).

Analysis of Superior Representative Performance With Experiments
and Process Tracing

The complexity of mechanismsmediating expert performancemight seem
overwhelming, especially for scientists committed to building complete
computer models that would fully reproduce all aspects of the experts’
performance (see Ericsson & Kintsch, 2000, for further discussion). How-
ever, it appears possible to describe and analyze even complex cognitive
processes by identifying subsystems and methods for controlling perfor-
mance. When scientists observe experts and less skilled individuals re-
peatedly performing representative tasks, they often apply process-tracing
techniques (see Fig. 2.3 and the associated discussion) to gain information
about the cognitiveprocesses thatmediateperformance.Hypotheses about
mechanisms mediating superior performance can then be evaluated by a
task analysis of the possible methods for completing the task, as well as
carefully designed experiments. In the following three subsections I briefly
summarize how this interaction among process tracing, task analysis, and
experimental tests has improved our understanding of the mechanisms
mediating expert performance in chess, typing, and music.

Analyzing Expert Performance in Chess
In his pioneering research on chess expertise, De Groot (1946/1978) in-
structed highly skilled chess players to think aloud as they selected the
best next move for chess positions extracted from unfamiliar games be-
tween chess masters. The verbal protocols of both world-class and skilled
club-level players showed that the players first familiarized themselves
with the position and verbally reported salient and distinctive aspects of
the position along with potential lines of attack or defense. The players
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then explored the consequences of longer move exchanges by planning
alternatives and evaluating the resulting positions. During these searches
the players would identify moves with the best prospects in order to select
the single best move.

The chess players’ protocols allowed De Groot (1946/1978) to identify
when and how the best players generated their superior moves. De Groot
found that the less skilled players didn’t even discover the lines of play
with the best moves during their analysis – at least not for the chess posi-
tion that he studied. The world-class players mentioned many strong first
moves even during their initial familiarization with the chess position. For
example, they would notice weaknesses in the opponent’s defense that
suggested various lines of attack, then examine and systematically com-
pare the consequences of various sequences ofmoves. During this detailed
phase of analysis, these playerswould often discover newmoves thatwere
superior to all the previously generated ones.

We need to consider two differentmechanismswhen developing a com-
plete explanation of the world-class players’ superiority in finding moves.
First, the best players were able to rapidly perceive the structure of the
presented chess position, thus allowing them to identify weaknesses and
associated lines of attack that the less accomplished players never reported
noticing in their verbal protocols. The highly skilled players’ ability to
rapidly perceive superior moves has been validated by experiments in
which players of different skill levels were forced to select a move within
a very short time, such as 5–10 seconds (Calderwood, Klein, & Crandall,
1988; Gobet & Simon, 1996b). Furthermore, experiments have shown that
highly skilled players are able to rapidly perceive meaningful relations be-
tweenmost chess pieces within presented positions. After a brief exposure
of a chess position, often in the 5-second range, the world-class chess play-
ers have virtually perfect recall of the location of pieces, and the ability to
reproduce positions from regular chess games increases as a function of
chess skill (Charness, 1991; Gobet & Simon, 1996a).

Thebriefperceptionof anunfamiliar chessposition is rapidlyencoded in
long-termmemory, and disruptions of short-term storage between the pre-
sentation and the recall of the position have modest effects on the amount
recalled (Ericsson & Kintsch, 1995). Highly skilled chess players can accu-
rately reproduce a series of unrelated chess positions even when they are
presented in rapid succession (Gobet & Simon, 1996c). For a recent dis-
cussion of the relation between the superior memory for presented chess
positions and the memory demands integral to selecting chess moves, see
Ericsson et al. (2000).

The second mechanism that underlies the superior performance of
highly skilled players is the ability to select among the best potentialmoves
by evaluating their consequences. During this planning and evaluation
process, the experts often discovered new moves that were better than
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those perceived during the familiarization phase. The superior ability of
highly skilled players to plan out consequences of move sequences is well
documented. In fact, chessmasters are able to play blindfold,without a vis-
ible board showing the current position, at a relatively high level (Karpov,
1995; Koltanowski, 1985). Experiments show that chess masters are able to
follow chess games in their headswhen the experimenter reads a sequence
of moves from a chess games (Saarilouma, 1991). The chess masters can
mentally generate the current chess position with high accuracy and are
able to retrieve any aspect of the positionwhenprobedby the experimenter
(see Ericsson &Oliver’s studies described in Ericsson & Staszewski, 1989).
Highly skilled players can even play several simultaneous games men-
tally, thus maintaining multiple chess positions in memory (Saarilouma,
1991).

Expert chess players’ ability to generate better moves cannot be com-
pletely explained by their more extensive knowledge of chess patterns,
the large body of associations between patterns, and appropriate moves
that they have stored in memory during chess playing. As their skill in-
creases, they become increasingly able to encode and manipulate internal
representations of chess positions to plan the consequences of chessmoves,
discover potential threats, and even develop new lines of attack (Ericsson
& Kintsch, 1995).

These mental representations supporting move selection and the asso-
ciated memory skills are highly specialized and do not generalize well to
patterns other than regular chess positions. For example, chess experts’
memory advantage is dramatically reduced for randomly arranged chess
positionsor randomchessgameswhen thepresentation time isbrief (Chase
&Simon, 1973; Gobet& Simon, 1996a). Furthermore, the skilled chess play-
ers’ superior selection of chess moves does not generalize to all chess posi-
tions. Some players construct puzzling chess positions in which it is possi-
ble to force a checkmate in three moves, for example. These chess puzzles
have been carefully designed to violate the structure of regular chess po-
sitions, which renders the solution difficult and counterintuitive. Even the
best chess players are less able to find solutions for these chess puzzles
compared with weaker chess players who have extensive experience of
such chess puzzles (Gruber & Strube, 1989). Hence, superior ability to se-
lect moves for regular chess positions does not generalize fully to chess
puzzles solutions that require moves rarely used in regular games. On
the other hand, Frensch and Sternberg (1989) found that expert players in
bridge were more able than nonexperts to generate the correct responses
in a modified task of bridge, even when the deep rules of the bridge game
were altered. The rule changes in the surface and deep structure of bridge
seemed primarily to increase the amount of time taken by the experts to
select the appropriate play. In a similar manner, Saariluoma (1989) found
that expert chess players display vastly superior memory to novices even
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for randomly rearranged chess positions when the experts can study the
configurations for more than a brief presentation time (see Ericsson et al.,
2000, for a review). Hence, the mental representations of experts appear to
be qualitatively different from those of less skilled individuals (Ericsson,
1996, 1998b, 2001).

Experts’ ability to generate products of consistently superior quality,
such as superior chess moves, accurate medical diagnoses, and solutions
to domain-specific problems, requires the mediation of complex cognitive
mechanisms. These mechanisms allow experts to perceive the structure of
representative situations and assess relevant relations underlying actions.
The same mechanisms allow experts to plan and evaluate various options
in order to assure the generation of high-quality responses.

The difference in performance between experts and less skilled indi-
viduals is not a simple difference in accumulated knowledge about past
experience. Expert-novicedifferences appear to reflectdifferential ability to
react to representative tasks and situations that have never beenpreviously
encountered. Less skilled performers may not even be able to generate the
appropriate action when confronted with a difficult task, at least not in
the time that is usually available. Highly skilled performers are likely to
perceive a solution to the same task as one of several possible actions, then
identify the best choice after rapid evaluation and planning.

Expert Performance Characterized by Superior Speed
Typing is a skill that most adults in industrialized countries acquire to
somedegree. The challenge in typing isnothowtogenerate the appropriate
series of keystrokes, because even beginners can do so at very slow speeds.
The real measure of expert typists is their ability to be able to type very
fast and accurately for an extended period of time.

Careful observation of superior typing performance shows that expert
typists don’t look at the text that is typed, but instead look ahead to prepare
for what comes next. High-speed filming shows that expert typists move
their fingers toward the corresponding keys well ahead of time whenever
possible (Norman & Rumelhart, 1983). The strongest correlate of individ-
uals’ typing speed is how far ahead in the text they look while typing. The
importance of looking ahead in the text for expert typists has been studied
experimentally by manipulating how far the typists are able to see while
typing.Whenpreviewof the text is eliminated or dramatically reduced, the
experts’ speed advantage is almost eliminated, or greatly reduced, which
validates the importance of expert typists’ ability to capitalize on advance
preparation of key press sequences (Salthouse, 1984; Shaffer, 1973). On the
other hand, expert typing is surprisingly independent of meaningfulness
of the material, and expert typists can type almost as fast when the text
consists of randomly arranged words or even when the text is written in
some foreign languages. The critical aspect determining generalizability is
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whether the frequencies of pairs and triplets of letter combinations in the
typed material matches those in the native language of the expert typist
(Logan, 1983).

A similar mechanism that enables look-ahead and advance prepara-
tion mediates other skills where rapid execution is essential. For example,
musicians’ ability to play a music piece without prior preparation is cor-
related with how far they look in advance of the music actually played
(Sloboda, 1984). Everyday skills such as reading are mediated by similar
mechanisms. When individuals are asked to read an unfamiliar text aloud
as rapidly as possible, individuals’ speed of reading is closely related to the
eye-voice span, namely, the distance in the text between the words spoken
and the words that the eyes gaze at (Levin & Addis, 1979).

More generally, many different domains of expertise in sports provide
similar evidence for the critical role of preparation and anticipation in
rapid responses (see Abernethy, 1991; and Ericsson & Lehmann, 1996, for
recent overviews). It is well established that it takes humans at least 200ms
(one fifth of second) to produce an action in a test of simple reaction time.
Consequently, any sport involving hitting amoving target, such as a tennis
ball, requires that motor action has to be programmed and initiated well
in advance of the contact between ball and the racquet. Research in many
different sports shows that as skill increases, individuals are better able to
anticipate the future trajectory of the ball based on perceptual cues in the
situation. In fact, based on the mechanical constraints of physically hitting
a ball with a racquet, it is possible to anticipate the eventual trajectory
of the ball before the racquet ever comes in contact with it. Expert tennis
players can better predict the trajectory of a future tennis serve than less
skilled players, even when the latter are shown pictures or film sequences
of a tennis serve before the serving tennis player has made contact with
the ball. Superior predictive ability is also found among ice hockey goalies
who gauge the trajectory of future shots and baseball hitters who estimate
the trajectory of pitched balls (Abernethy, 1991).

In sum, skilled rapidmotor production is not simple, nor is it completely
automatic. Expert performers acquire complex representations and skills
to anticipate future actions. Their speed advantage appears to be a result
of acquired mechanisms that enable skilled preparatory processing rather
than any basic superiority in speed. There is ample evidence showing that
large differences between experts and novices in the speed of execution
are restricted to responses to representative tasks from the domain of ex-
pertise. No reliable and comparable differences in speed are found when
the same individuals are tested for general speed and simple reaction time
(Abernethy, 1987; Starkes & Deakin, 1984). These findings suggest that in-
dividuals should be able to improve the speed of their reactions by improv-
ing their representations so they can anticipate and prepare their actions
in advance.
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The Acquisition of Expert Performance Requiring Increased Control
In the earlier discussion it was noted that expert musicians differ from less
accomplished ones in their superior ability to reproduce the same inter-
pretation of a piece of music many times, even on different occasions. The
mark of expert performance in music and many other domains is the abil-
ity to control one’s performance and its results. This manifests not only in
consistency, but also in the ability to shape the experience of an audience.
The primary goal of expert musicians is to provide the audience with an
enjoyable music experience. Hence, expert musicians strive to provide a
unique music experience characterized by their particular interpretation
and style. If highly skilled musicians insist on playing the same piece dif-
ferently, how can we assess individual differences in the level of expert
performance?

Expert music performance requires several different representations,
such as those illustrated in Figure 2.7. Musicians must have acquired rep-
resentations of the music itself that allow them to form performance goals
that can be modified to induce new musical experiences, favor the acous-
tics of a concert hall, or accommodate thewishes of an orchestra conductor.
They also need to have different representations that guide the production
of sound from their instruments. Finally, they need to have representations
that allow themtomonitor themusic beingproducedby their performance.

Drawing on these three kinds of representations, an expert musician
can produce interpretations that approach an imaged experience of how
the music should sound. However, reaching a performance level suitable

“Imagined music experience”

“Playing a piece of music” “Listening to the played music.
Music experience by audience”

Desired performance goal

Representation
for how to execute
the performance

Representation
for hearing one s
performance

figure 2.7. Three types of internal representations that mediate expert music per-
formance and its continued improvement during practice. (From K. A. Ericsson,
“The scientific study of expert levels of performance: General implications for op-
timal learning and creativity,” High Ability Studies, 9, p. 92. Copyright 1998 by
European Council for High Ability).
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for public performance requires an extended period of study and prac-
tice in which musicians mold their performance by gradually reducing
deviations between the produced sound and the desired experience. The
resulting music performance should not be seen as a fixed and automated
sequence of motor actions. It should be viewed as a flexible, controllable
outcome based on these representations. For example, it is well known
that expert musicians can hide unexpected local mistakes by changing the
sound of their continued performance or improvising to cover the lapses.
They can later correct the errors by adjustments and improvements during
subsequent practice. Finally, expert musicians can use these representa-
tions when listening to other musicians’ performances, such as those by
music students, to diagnose errors and make recommendations about fur-
ther improvements.

Laboratory studies of expertmusicians have been able to provide empir-
ical evidence for themental representations illustrated in Figure 2.7. When
expert musicians perform unfamiliar music, a technique called sight read-
ing, they demonstrate their ability to mentally plan how their fingers will
strike the keys to retain control andminimize interference between fingers
(Drake & Palmer, 2000; Lehmann & Ericsson, 1993, 1996; Sloboda, Clarke,
Parncutt, & Raekallio, 1998). Evidence for the mental representation of
pieces of music comes from studies showing that expert pianists retain
control over their motor performance even after a piece of music has been
memorized. In laboratory studies, expert pianists have been able to per-
formmusic without additional practice under changed conditions, such as
a different key or a slower tempo (Lehmann&Ericsson, 1995, 1997). Empir-
ical evidence has also been collected for the representation that allows the
experts to monitor and compare their concurrent performance with their
desired goal, such as the intendedmusical sound or the intended sequence
of a pianist’s finger movements. In some recent studies, Woody, Lehmann,
and Ericsson (1998) documented expert musicians’ ability to reproduce
several different versions of prerecorded interpretations of pieces ofmusic.

Summary
The differences between expert and novice performance cannot be ex-
plained by innate differences in basic speed and capacity. They are at-
tributable primarily to complex, highly specialized mechanisms that al-
low experts to perform at superior levels in representative domain-specific
tasks. In fact, the only basic innate difference that has been conclusively
shown to differentiate expert and novices is physical size and height in
sports (Ericsson, 1996). For instance, the best basketball players tend to be
taller than average and the best gymnasts tend to be shorter than average.

The complex mechanisms and representations mediating expert per-
formance are directly applicable to our understanding of problem solv-
ing. The difference between the performance of experts and novices on
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representative domain-specific tasks is attributable to the quality of com-
plexmediatingmechanisms, suchasplanning, anticipation, and reasoning.
Hence, to improve problem-solving ability in a given domain, it is neces-
sary to develop and refine domain-specific mechanisms and representa-
tions. In the next section I discuss how individuals use problem-solving
techniques to improve the mediating mechanisms that underlie skill.

Acquiring Expert Levels of Performance: The Role of Experience
and Problem Solving

Skill acquisition is usually considered to be dependent on instruction and
extended experience, not on problem solving. Once individuals under-
stand what they need to do in a domain, they primarily need a lot of expe-
rience to increase their performance to a level that is limited by their innate
abilities and capacities. According to this dominant view, skill acquisition
is simple and an almost inevitable consequence of extended experience
in a domain. It is assumed that learners rapidly master all the rules and
knowledge necessary to become skilled in a domain. Consequently, as long
as they remain actively engaged in the domain their performance will im-
prove with experience until they reach the highest level of achievement
that their innate capacities and abilities allow.

It is difficult to reconcile this viewwith the empirical evidence reviewed
in the sectionabove that showssuperior expertperformance tobemediated
by complex representations and mechanisms. However, the assumption
that skilled performance is primarily acquired faces at least two major re-
lated challenges. First, if the development of expert performance involves
the acquisitions of skills and representations, thenwhydo individualswho
remain active in the domains differ so greatly in their attained perfor-
mance? Perhaps the acquisition of the complex representations and mech-
anisms is not a direct consequence of experience, which leads to the second
challenge. Which learning activities lead to the acquisition of these com-
plex mechanisms and representations? I first describe the dominant view
based on experience and show how it provides for an account of many
characteristics associated with acquisition of some skills, such as many ev-
eryday skills.Next I argue that there are qualitative differences in processes
mediating typical skill acquisition in the laboratory and in everyday life,
and the processes based on problem solving that mediate expert levels of
performance.

Skill Acquisition in Everyday Life and in the Laboratory
Most everyday skills are relatively easy to acquire, at least to an acceptable
level. Adults often learn to drive a car, type, play chess, ski, and play golf
withinweeksormonths. It is usuallypossible to explainwhat an individual
needs to know about a given skill, such as rules and procedures, within a
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figure 2.8. An illustration of the qualitative difference between the course of im-
provement of expert performance and of everyday activities. The goal for every-
day activities is to reach as rapidly as possible a satisfactory level that is stable
and “autonomous.” After individuals pass through the “cognitive” and “associa-
tive” phases, they can generated their performance virtually automatically with a
minimal amount of effort (see the gray/white plateau at the bottom of the graph).
In contrast, expert performers counteract automaticity by developing increasingly
complex mental representations to attain higher levels of control of their perfor-
mance and will therefore remain within the “cognitive” and “associative” phases.
Some experts will at some point in their careers give up their commitment to
seeking excellence and thus terminate regular engagement in deliberate practice
to further improve performance, which results in premature automation of their
performance. (Adapted from K. A. Ericsson, “The scientific study of expert levels
of performance: General implications for optimal learning and creativity,” High
Ability Studies, 9, p. 90. Copyright 1998 by European Council for High Ability).

few hours. Traditional theories of skill acquisition (Anderson, 1982, 1987;
Fitts & Posner, 1967) distinguish an initial “cognitive” phase (see Fig. 2.8)
when individuals learn the underlying structure of the activity and what
aspects they must attend to. During this early phase of learning, they get
clear feedback about their lack of mastery when outcomes of actions don’t
match desired expectations. Novices gradually learn to avoid gross errors.
And eventually, during the second “associative” phase, they can attain a
functional level of performance. During the third and final “autonomous”
phase, learners typicallyperform the activitywithouthaving to thinkabout
it. After a limited period of training and experience, frequently less than
50 hours for most recreational activities, an acceptable standard of perfor-
mance can be generated without much need for effortful attention. At this
point, execution of the everyday activity has attained many characteris-
tics of automated performance (Anderson, 1982, 1987; Fitts & Posner, 1967;
Shiffrin & Schneider, 1977), and requires only minimal effort.

Most laboratory studies of skill acquisition within the information-
processing framework have presented well-designed tasks in which
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participants easily learn how to represent the task and generate the correct
response. The focus of these studies is thus primarily on the second and
third stages where the speed of correct responses is increased as a function
of further experience.

Skill acquisition in everyday life and in the laboratory reveals a rather
similar pattern in which individuals’ performance fairly rapidly ap-
proaches asymptote, and further improvements appear to be negligible.
One of the primary reasons for this general pattern of improvement is
that individuals very rapidly commit to an understanding and a repre-
sentation of the structure of the activity. They then move on to the next
two stages, in which the methods of performance are made more efficient
and eventually become fixated, as individuals lose conscious control over
intentionally modifying and changing them.

Everyday activities have evolved to the point where they are readily
understood, at least on a superficial level. Leisure activities such as games
and sports would not gain popularity unless individuals could easilymas-
ter them at some acceptable level. Similarly, most tasks developed in the
laboratory have been explicitly designed to be easily understood and to be
rapidlymastered in the samemanner by all participants. In these two types
of environments the evolution and adaptation of these activities have led
individuals to easily find a functional representation of the relevant activ-
ities. This first phase of skill acquisition is therefore relatively short and
uniform for most individuals. During the next two stages, usually lasting
weeks or months, individuals’ performance approaches a stable level as a
function of additional activity. Given that individuals do not intentionally
do anything to change their behavior, the factors controlling these phases
are believed to be outside the individuals’ control. For skill acquisition in
the laboratory and inmost everyday activities, the structure of the attained
skill is simple, basedon recognizedpatterns and configurations that trigger
autonomous actions.

The Acquisition of Expert Performance
This popular conception of how everyday skills are acquired cannot ex-
plain the acquisition of expert performance and its complex mediating
mechanisms described in the preceding section. In contrast to the rapid
automatization of everyday skills and the emergence of a stable asymp-
tote for performance, expert performance has been shown to improve as
a function of increased experience and deliberate practice, as illustrated
in Figure 2.8. One of the most crucial challenges for aspiring expert per-
formers is to avoid the arrested development associated with generalized
automaticity of performance and to acquire cognitive skills to support con-
tinued learning and improvement.

Expert performers counteract the arrested development associatedwith
generalized automaticity of skill by deliberately acquiring and refining
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cognitive mechanisms to support continued learning and improvement.
These mechanisms increase experts’ control and ability to monitor perfor-
mance. Improving performance to the level of expertise requires deliberate
practice – essentially a form of problem solving, where individuals engage
in taskswithgoals that exceed the current level of performance. The experts
and their teachers and coaches have to continue to design training situa-
tionswhere the goal is to attain a level beyond their current performance in
order to keep improving. I first show how the concept of deliberate prac-
tice is consistent with the known requirements for extended experience
to attain expert levels of performance before I turn to a discussion of the
detailed structure of deliberate practice.

Necessary Conditions for the Acquisition of Expert-Level Performance:
Experience and Deliberate Practice
The theoretical framework of deliberate practice shows how extended en-
gagement in domain-related activities, especially deliberate practice, is a
necessary prerequisite for acquiringmechanisms tomeet the task demands
of that domain. More important, this framework also explains why some
typesof experiencedon’t improveanalreadyattained level ofperformance.
Merely engaging in the same types of activities will only maintain a stable
level of performance for many recreational athletes, such as tennis players
and golfers, and theywill remain at roughly the same level of achievement
for decades of continued activity and experience.

There are several types of evidence that extended domain-specific ex-
perience is necessary (see reviews by Ericsson, 1996; Ericsson & Lehmann,
1996). First, when individuals’ performance is measured repeatedly under
the same standardized conditions over years and decades, their perfor-
mance is found to improve gradually. There is no evidence for abrupt
changes in the reproducible performance from one time to the next. Even
the performance of child prodigies inmusic and chess, whose performance
is vastly superior to that of their peers, showsgradual, steady improvement
over time when measured by adult standards.

If the level of performance of young performers were limited primarily
by the functional capacity of their developingbodies andbrains, onewould
expect performance to peak around the age of physical maturation – the
late teens in industrialized countries. However, experts’ best performances
often occur many years or even decades later. The age at which expert per-
formers typically reach their highest level ofperformance inmanyvigorous
sports is the mid- to late 20s; for fine-motor athletic activities, the arts, and
science, it is a decade later, in the 30s and 40s (Lehman, 1953; Schulz &
Curnow, 1988, Simonton, 1997).

Finally, some of the most compelling evidence for the role of certain
kinds of extended experience in developing expertise is that even themost
“talented” need around ten years of intense involvement before they reach



The Acquisition of Expert Performance 65

an international level, and formost individuals it takes considerably longer.
SimonandChase (1973) originallyproposed the ten-year rule, showing that
no modern chess master had reached the international level in less than
approximately ten years of playing. Subsequent reviews show that the ten-
year rule extends to music composition, as well as to sports, science, and
the arts (Ericsson et al., 1993). In sum, the fact that prolonged engagement
in specific, domain-related activities is necessary to acquiring expertise is
well established. Most important, given that very few individuals sustain
commitment for more than a fewmonths, much less years, most of us will
never know the upper limit of our performance.

Bloom and his colleagues’ (Bloom, 1985) retrospective interviews of
international-level performers in many domains show that the develop-
ment of these experts differs from that of amateurs in fundamental ways.
However, the future experts are often introduced to their domain in a
playful manner at an early age without any objective evidence that their
ultimate performance will be outstanding. When they enjoy the activity
and show promise compared with their peers in the local school or neigh-
borhood, they are typically encouraged to seek out a teacher and a coach
and begin regular practice. From this point on the future experts will –
with their parents’ help – devote an increasing proportion of their lives to
reaching their highest levels of performance through work with teachers
and coaches, traveling to training facilities, practicing, and participating
in competitions. Bloom (1985) has argued that access to the best training
resources is a necessary constraint for reaching the highest levels.

The best single source of evidence for the value of current trainingmeth-
ods comes from historical comparisons (Ericsson et al., 1993; Lehmann &
Ericsson, 1998). The most dramatic improvements in the level of perfor-
mance over historical time are found in sports. In some events, such as the
marathon and swimming events, many serious amateurs of today could
easily beat the gold medal winners of the early Olympic games. For exam-
ple, after the IVth Olympic Games in 1908, officials almost prohibited the
double somersault in dives because they believed that these dives were
dangerous and no human would ever be able to control them. Similarly,
somemusic compositionsdeemednearly impossible toplay in the19th cen-
tury have become part of the standard repertoire today. Exceptional levels
of performance are originally attained only by a single eminent performer.
However, after some time other individuals are able to discover training
methods so they can attain that same level of performance. Eventually, this
training becomes part of regular instruction and all elite performers in the
domain are expected to attain the new higher standard.

Only a small number of individuals reach the absolutely highest level
of achievement in a domain, even among those given access to the best
training environments. Just participating in such environments is clearly
not sufficient, and individuals differ in how theygenerate opportunities for
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learning and actively attain improvement evenwithin an optimal learning
environment. Can individual differences in amount and quality of practice
explain differences in the level of achievement among expert performers?

To address that question, my colleagues and I (Ericsson et al., 1993)
searched for a domain in which the techniques for training outstanding
performers have been refined over a long period of time. We selected mu-
sic, because historically the training of expert musicians often begins at a
relatively young age, often around 5 to 7 years, and has for centuries been
conducted by professional teachers who developed systematic training
methods. Based on interviews with expert violinists at the music academy
in Berlin, we identifiedmeasurable activities that violinists had engaged in
during their development.Wewere particularly interested in activities that
had been specifically designed to improve performance – the components
of deliberate practice.

One excellent example of deliberate practice is solitary practice, which
successful students use to increase their mastery of new music pieces
and techniques. Music teachers typically evaluate students’ current per-
formance at weekly lessons to assess improvement, diagnose weaknesses,
and help the student overcome problems by assigning focused practice
techniques. We were able to compare several groups of musicians repre-
senting different levels of achievement based on their daily diaries and
retrospective estimates of time use. Even among these expert groups, the
most accomplished musicians had spent more time in activities classified
as deliberate practice during their development, and skill differences were
reliably observable even before their admittance to the academy at around
age 18. By the age of 20, the best musicians had spent over 10,000 hours
practicing,which is 2,500 and 5,000hoursmore than two less accomplished
groups, respectively, and 8,000 hours more than amateur pianists of the
same age (Krampe & Ericsson, 1996).

Several other studies and reviews have also found a consistent relation-
ship between performance level and the quality and amount of deliberate
practice in a wide range of domains, such as chess (Charness, Krampe &
Mayr, 1996), sports (Helsen, Starkes, & Hodges, 1998; Hodges & Starkes,
1996; Starkes, Deakin, Allard,Hodges, &Hayes, 1996), andmusic (Krampe
& Ericsson, 1996; Lehmann & Ericsson, 1996; Sloboda, 1996). The concept
of deliberate practice also accounts for many earlier findings in other do-
mains (Ericsson & Lehmann, 1996), as well as for the results from the rare
longitudinal studies of experts (Schneider, 1993).

The relation between the quality and amount of practice and perfor-
mance is only correlational (Sternberg, 1996), and hence it is difficult to
prove that deliberate practice causes improvements in performance. A
closer analysis of deliberate practice shows that it involves designing a
training activity to improve specific aspects of performance. To improve,
individuals must try to exceed their current level of performance, and thus
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they have to experience many discouraging failures until they finally suc-
ceed and reach the new higher levels. Hence, deliberate practice activities
are necessary for performers to attain each of the local improvements, thus
offering evidence for the causal effects of this type of practice.

Elite performers must frequently engage in problem solving and chal-
lenging learning to make the necessary modifications to reach their new
and higher levels of performance. Consistent with the characteristics of
problem solving, elite performers report a very high level of focus and
concentration during deliberate practice. In fact, master teachers and ex-
pert performers claim that full concentration is a necessary prerequisite for
deliberate practice (Ericsson, 2001). When concentration wavers, practice
must stop. Ericsson et al. (1993) found support for this claim in the vio-
linists’ diaries; their practice sessions were limited to around an hour at a
time. Ericsson et al. also found a general limit on how much daily prac-
tice individuals are able to sustain without exhaustion, and that seemed to
generalize across many different domains of expertise. The maximal level
of deliberate practice was found to be 4–5 hours when sustained daily for
months and years.

In sum, to attain the highest level of performance, all individuals, even
the most “talented,” devote years, typically over a decade, to engaging in
thousands of hours of practice, typically over 10,000. This massive amount
of concentration and deliberate practice focused toward mastery in a do-
main is an achievement in itself – and one that very few individuals can
claim. During this extended period of deliberate practice, complex adapta-
tions and acquired mechanisms gradually emerge, and their development
is theprimary causeof improvedperformance. In thenext section Idescribe
how deliberate practice causes these changes in acquiredmechanisms and
representations.

The Acquisition of Mechanisms Mediating Expert Performance
Through Deliberate Practice

In everyday life the acquisition of skills in one domain is relatively hard
to distinguish from development of other related skills, especially for low
levels of achievement in childhood. For example, when children first get a
chance to play tennis, they have engaged in many related activities, such
as hitting, catching, and kicking balls. Hence, skill acquisition, even from
the first active encounter, always involves changing, transforming, and
modifying existing behavior and skills, and thus can never be adequately
represented as building completely new structures unrelated to previously
acquired knowledge and skills.

When individuals increase their level of skill, improvements involve
changes to different knowledge structures and complex acquired mecha-
nisms. These changes in the structures and mechanisms associated with
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further improvements differ among individuals and require idiosyncratic
modification and adjustment according to each individual’s acquired
mechanisms and representations. This view of skill acquisition as a series
of deliberate adjustments requires that performers actively construct their
skills. Continued learning will reflect successful problem solving. I first
use typing as an example of the acquisition andmodification of mediating
mechanisms, then extend the discussion to chess and music.

Most everyday skills, such as typing, must be simple to understand and
master, at least at an acceptable level. When individuals type information
into an automatic teller machine or enter a password to open a lock, they
simply push a sequence of keys. They first find the key on the keypad and
then push it with the index finger on their dominant hand until all the keys
are pressed. Children and adults tend to use this hunt-and-peck method
when they encounter an unfamiliar keypad. Similarly, when people en-
counter a typewriter or computer keyboard for the first time they tend
to spontaneously adopt this “natural” method. When an individual gains
familiarity with the locations of the keys after extended experience, his
or her performance generally speeds up and becomes increasingly au-
tonomous, and perhaps even automatic. As long as the hunt-and-peck
method is maintained, there is no need for problem solving.

If individuals need to type faster than the hunt-and-peck method al-
lows, they must search for an alternative method. They may generate a
new method using index fingers of both hands. If the individual has al-
ready become proficient with the one-finger method, it is likely that the
two-finger method will initially be less efficient. When an additional fin-
ger is introduced into the typing process, the new finger-to-key assign-
mentsmust override the old ones bymeans of attentional control. It is easy
to understand how some individuals would decide against investing the
attention necessary for learning a new method and settle for the famil-
iar, if slower, method, as is illustrated in the premature automation of a
skill in Figure 2.8. Alternatively, they might improve their skills by adopt-
ing increasingly efficient techniques until they have acquired something
equivalent to the standard touch-typing method.

When the typing skill involves all the digits on both hands and the
finger-to-key assignments have been learned, it might seem that typing
speedwould rapidly reach asymptote because the skill is nowbased on the
most efficient method. However, it is well known that even highly skilled
typists can substantially improve their typing speed if they are highly
motivated. Typing speed is variable and corresponds to a distribution of
observed speeds. By exerting full concentration, individuals can increase
their typical typing speed by around 10–20% – at least for the brief time
that they are able to maintain the high level of concentration.

When individuals aspire to improve their typing speed, typing teachers
recommend that they set aside 15–20 minutes a day to type at the faster
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levels. The first benefit of typing faster than normal is that it reveals weak-
nesses andproblemareas, such as certain letter combinations that areprone
to errors or hesitations and thus require longer time to complete. Once
problem areas have been identified, the typists can design special train-
ing activities to speed up those particular letter combinations. They tend
to start working on the problematic letter combinations in isolation, then
embed them in increasingly complex typing contexts with representative
text as mastery improves.

The second benefit of typing faster than normal is that it forces the
typist to try to anticipate upcomingwords and their associated keypresses.
Whenever a finger involved in a future key press is not engaged in typing
other letters, it can be moved toward its intended target in advance, and
be ready to press the key. As I already noted in the section on the structure
of expert typing, individual differences in typing speed have been closely
related to how far ahead a typist looks in the text while typing. Increasing
the speed of typing will push the typist to look farther ahead to allow
superior preparation and optimization of typing movements.

When individuals engage in deliberate practice activities that are spe-
cially designed to improve performance, such as setting time aside to in-
crease typing speed with full concentration, they usually find them too
demanding to be playful or inherently enjoyable (Ericsson et al., 1993).
This type of practice involves actively pushing performance beyond its
reliable limits, and it often leads to mistakes as old habits are broken. In
fact, when individuals engage in deliberate practice, they often try to push
their performance in order to produce impasses and breakdowns in per-
formance (Newell, 1990; VanLehn, 1991). An impasse should be viewed as
a problem that needs to be overcome in order to improve the structure of
the current skill. The individual should first try to replicate the impasse
to assess the nature of the problem. For example, a typist who has tenta-
tively identified a problem must consider how his or her technique can
be modified to eliminate it without introducing other problems into the
typing performance. The modified typing procedure will then be the fo-
cus of special training, initially in isolation, and later during the typing of
representative texts.

As typing speed becomes faster and is mediated by increasingly com-
plex representations, it becomes harder to identify the source of impasses
and find effective modifications. If typists attempt to expand how far they
look ahead and prepare keystrokes, they have to make appropriate adjust-
ments contingent on motor actions and coordination of concurrent actions
that they have already mastered. Within this view of skill building, mo-
tor actions acquired early will take on a special importance because they
provide the foundation for subsequent adjustments and set constraints
for local adjustments made in the future. An extreme example of this
is the individual discussed earlier in this section who becomes a skilled
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hunt-and-peck typist and never attains the more efficient method of typ-
ing by touch.

The fine details underlying the execution of keystrokes will make a
difference when a series of movements have to be coordinated in rapid
sequence at very high levels of performance. In many perceptual-motor
domains, such as piano and ballet, it is critical for students to master the
fundamental techniques correctly from the beginning. Mastery of the fun-
damental movements in ballet while maintaining the correct posture is
far more difficult than executing them “naturally.” Playing the piano with
correct posture and execution requires far more attention and control then
merely hitting the prescribed sequence of keys.

The real benefits of acquiring the correct fundamentals will be apparent
only years later when pianists and dancers with poor technique reach a
point in their training where further progress is delayed until the funda-
mentals are learned. Teachers and parents play a crucial role in motivating
young performers to acquire methods of performance that anticipate and
avoid problems that will become apparent only years later at much higher
levels of performance.

Acquiring Mechanisms Mediating Expert Performance in Chess
It is easy to learn enough chess so one can select moves that follow the
rules. The difference between chess players at different levels of skill lies
in their ability to select a winning sequence of moves. The central problem
for anyonewanting to learn chess is that there no algorithm for computing
the best move or series of moves. Chess players can evaluate the general
quality of their playing by assessing whether or not they won. However,
winning against an unskilled player wouldn’t necessary imply that they
selected thebest or evenverygoodmoves.According todeliberatepractice,
chess players have to find a challenge that exceeds their current skill. The
most frequent method is to seek out players in the same chess club that
are as strong or even a little bit stronger. How can a chess player who
easily beats everyone in his or her club improve his or her skill and move
selection?

From biographies and informal interviews with chess experts, Ericsson
et al. (1993) found that they spent as much as 4–5 hours a day studying
games between chess masters found in books and magazines. The players
study each game move by move, and for each position they try to predict
the next move. If the players selected a move that matched the one made
by the masters, they would get confirmation that their selection was on
par with the masters. If they selected a different move, they would need to
study and analyze the position until they could understand the masters’
selection. Most of the analysis would consist of planning the consequences
of possiblemoves. By engaging in this process, they eventually understand
the masters’ reasoning.
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The quality of generated moves is not fixed for a given chess player but
varies as a function of situational factors; sometimes even chess experts
make inferior moves or even mistakes (Saarilouma, 1992). The most im-
portant factor determining the quality of moves is the amount of analysis
and planning a player does before making a final move selection. Con-
sequently, by taking more time to analyze positions a chess player can
improve the quality of his or her selected moves. De Groot (1966) sug-
gested that less skilled players can achieve the insights generated by more
skilled players by taking more time to analyze the same position. He even
claimed that the characteristics of a chess position extracted after a brief
view by a chess master could often be generated by a club level player
in 10–15minutes. Similarly, skilled players benefit by extended study of a
chess master’s move selections.

The process of analysis will change the player’s representation of chess
positions. If a player failed to notice some attribute of a move that turned
out to be important in analysis of the position, he or she must identify the
error in his or her representation of the original position or the interme-
diate positions generated during planning. Some modification of memory
representations would always be necessary to avoidmaking a similar mis-
take in the future. Complex learning in chess is therefore to a large degree
problem solving. When an analysis of a chess position fails to generate
the best move, then the player would need to keep a record of the pro-
cess that generated the inferior move. By comparing the processing trace
of the failed analysis to one that would uncover the best move, it should
be possible to assess the necessary modifications to eliminate the mistake
without generating other mistakes for other situations.

The gradual refinement of the memory mechanisms supporting plan-
ning and reasoning about positions is evidentwhen comparing chess play-
ers of different skill levels. More skilled chess players show greater ability
to memorize andmentally manipulate chess positions, as reviewed earlier
in this chapter. The chess experts’ superior memory abilities are consistent
with acquired skills developed to support the working memory demands
of finding and selecting the best moves (Ericsson et al., 2000). The devel-
opment is also consistent with Charness et al.’s (1996) finding that the
activity most closely related to official ratings of chess skill is the amount
of accumulated self-study of chess – deliberate practice.

Educational Systems Supporting the Development of Expert
Performance in Music
Our civilization has a relatively long history of training children and ado-
lescents to attain skills in reading, writing, and arithmetic, as well as in
gaining general knowledge of other domains. The goal of this general ed-
ucation is to provide a large number of adults with acceptable levels of
skill rather than developing exceptional levels of performance in a small
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number of elite performers (Ericsson, 1998a). The domainswith the longest
history of specialized training to produce expert performers are the arts,
such as music and dance.

Training of musicians follows a fairly standardized curriculum for each
instrument that is relatively similar across teachers, and even different
countries. The basic curriculum spans 12 years of study at graduated lev-
els of difficulty. This is followed by several more years at the conserva-
tory level until organized education is typically completed for professional
musicians. During these decades of training, the primary focus is on in-
dividualized training and mastery of music pieces incorporating specific
techniques. Teachers assess the weaknesses and strengths of the student’s
current performance and select and design training accordingly. Atweekly
meetings the students receive instructions for their immediate assignments
and the specific goals for training. During the intervening week, the stu-
dent attempts to attain these goals during individualized practice. The
teacher guides the student by setting appropriate and attainable goals and
by providing feedback about the current level of mastery until students
learn to do this for themselves.

Whenmusic students are first introduced to training they depend on the
teacher not just to instruct them in the training activity and its goals, but
also for help with monitoring performance and with assistance with prob-
lems. Teachers will diagnose the source of problems and design practice
activities thatwill help overcomeobstacles to progress. Successful students
will gradually assume responsibility formonitoring their performance and
generating methods to master difficult passages of music during practice
(Glaser, 1996). With experience, the successful student will start to acquire
representations for imaging thedesiredmusicperformance, formonitoring
the soundof themusic as he or sheproduces it, and for identifyingmethods
to correct mistakes or deviations from the desired music experience
(Ericsson, 1998b). With further training the student becomes increasingly
skilled at critiquing his or her own performance, and can thus anticipate
the feedback given by teachers. Hence, training of music students as inde-
pendent performers involves something more than just transmitting the
skill and knowledge that has been accumulated in the domain. It includes
teaching the problem-solvingmethods necessary formaintaining high lev-
els of technical proficiency, attaining new levels of mastery, and extending
knowledge in the domain to produce innovations and creative contribu-
tions (Ericsson, 1998b, 1999).

The music domain offers some of the best evidence for the distinction
between practice and deliberate practice. As children, many people may
have spent a lot of time practicing the piano with modest improvements,
or known other people who did. When parents forced them to practice,
manypiano studentswould simplyplay the samepiece repeatedlywithout
full concentration on specific aspects of their performance. Under those
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circumstances the existing performance level becomes only more stable
and “practice” makes it permanent. The relation between current level of
performance and the number of hours of “practice” is weak for this type
of beginner (Lehmann, 1997).

Successful practice requires identifying specific goals for how to change
the performance. The student has to be able to focus on those changes
while playing themusic. This process requires amental representation that
allows the student to controlwhichaspects of theperformanceare changed.
Furthermore, the student needs to be able to monitor the result in order
gradually to refine the performance. Students must incrementally develop
these representations to attain control over the complex structure ofmusic,
such as patterns involving tempo and loudness and the coordination of
overlapping movements by hands, fingers, feet, and bodily posture.

Most deliberate practice by music students is solitary as they attempt
to master specific assignments, often new pieces of music selected by their
teachers to be of an appropriate difficulty level. Musicians will encounter
difficult passages while mastering a new piece of music. To achieve mas-
tery, themusician first identifies the source of the problem, often byplaying
the passage in a slow tempo. There are frequently several different ways to
produce a sequence of notes, and pianists often engage in problem solving
to find the combination of finger movements that will work best.

With focused repetitions the pianist will generally reachmastery. Some-
times the pianist will still experience difficulties andwork on specific exer-
cises that eventually lead to desired changes. Inmusic, there is a large body
of training techniques that have been designed to help musicians develop
control over performance and attain the desired speed and dexterity. The
use of techniques designed to overcome weaknesses and increase control
exemplifies the essence of deliberate practice.

concluding remarks

The central thesis of this chapter is that the acquisition of expert perfor-
mance involves problem solving, and the study of expert performance
provides insight into the most advanced levels of thinking and problem
solving. Individual differences in performance in many domains of exper-
tise were shown to be mediated by complex mechanisms that had been
acquired for a dual purpose. First, these mechanisms allow the performer
to master tasks that present problems and challenges for less skilled indi-
viduals. Second, the same mechanisms also allow the performers to mon-
itor, evaluate, and analyze their own performance. These mechanisms are
a prerequisite for the performer who will keep improving by identifying
and overcoming weaknesses through deliberate practice.

The study of expert performance informs us about problem solving in
two corresponding ways. First, individual differences in problem-solving
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ability can be better understood by contrasting how skilled individuals
and experts in a domain efficiently generate their responses in challeng-
ing situations that are problematic for less skilled individuals. During the
1970s and 1980s, therewas considerable optimism that discovery and iden-
tification of the experts’ knowledge and strategies would allow expertise
and problem-solving ability in a given domain to be taught in an effective
manner. Some scientists even hoped that this form of instruction would
dramatically reduce the many years necessary for individuals to become
experts.

Now, several decades later, engineers have accumulated a lot of expe-
rience describing the rules and knowledge of experts in order to build
computer-based expert systems. This knowledge has helped investigators
understand that experts’ consistently superior performance on represen-
tative tasks in their domains is mediated by very complex factors. They
found that the relation between explicit knowledge and experience in a
domain and performance on representative tasks in that domain is fre-
quently weaker than expected.

As the review in this chapter has shown, once a sufficient level of expe-
rience and knowledge has been attained, the relation between additional
experience and performance is weak. The current examination of the cog-
nitive processes mediating experts’ reliably superior performance showed
that the mediating mechanisms were complex, entailing representations
that support planning, reasoning, and evaluation of future courses of ac-
tion. The central role played by these representations in experts’ superior
performance implies that any educational program designed to develop
expert performance will have to address how these representations are
acquired.

The second connection between problem solving and expert perfor-
mance concerns the actual process by which a given individual improves
performance by changing the mediating mechanisms. I have reviewed ev-
idence showing how performance in a domain is gradually modified by
challenges encountered while engaging in typical activities. One distinc-
tive characteristic of future expert performers is that they intentionally
avoid the natural tendency toward automatization, with its associated loss
of control of many relevant aspects. They typically seek out instruction
by teachers and they regularly engage in problem solving in the form of
deliberate practice. They seek out situations in which they strive to reach
higher levels of performance. They strain their current performance and
seek to find ways to make improvements without altering the desirable
characteristics of the current performance.

Future expert performers typically start the development of basic repre-
sentations as soon as they start regular practice. With further development
they internalize some of the monitoring functions of their teachers and
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eventually become able to evaluate their performance, diagnose weak-
nesses, and identify appropriate adjustments. These representations allow
them to identify their desired goals, construct plans for achieving them,
and develop methods for monitoring their performance. The representa-
tions are tightly integrated aspects of their acquired skills. Refinements in
the representations often precede further improvements of performance.
Deliberate practice is designed to push the limits of the current representa-
tions and lead to refinements and modifications through problem-solving
efforts.

The view of problem solving presented in this chapter differs from the
more traditional accounts of problem solving and its relation to skill acqui-
sition and expertise. According to these traditional accounts, individuals
active in the domain will incrementally build expertise by accumulation
of pieces of knowledge and automation of procedures. The process of im-
provement is thus viewed as a passive consequence of additional experi-
ence, suggesting that individuals with similar abilities would eventually
reach the same expert level as long as they remained active in the domain
(see Ericsson and Lehmann, 1996, for further discussion). Differences
among highly experienced individuals are, within this traditional perspec-
tive, assumed to reflect general unmodifiable abilities.

In contrast, the deliberate practice view proposes that performance im-
provementsare linked toactiveefforts tobuild representations forplanning
and monitoring, a process that counteracts automation and allows contin-
ued problem solving and modification of the developing performance.
Differences between individuals’ performance are accounted for by the ac-
quired mental representations that support performance and guide future
improvements. Differences in the constructed representationsmay explain
creative variability at the highest levels of performance (Ericsson, 1998b,
1999). Many of the remarkable abilities of expert performers, such as the
ability to play “blindfold chess” or to anticipate the path of tennis balls
before their opponents have struck the ball, can be better explained by de-
liberately acquired representations rather than innate abilities. Similarly,
experts’ superior ability to reason and to plan solutions mentally in their
domain of expertise is shown to reflect acquired representations rather
than pure problem-solving abilities or intelligence.

Investigating the problem-solving abilities of expert performers has
taken us far from the original conception of problem solving as a pure
capacity or a core mechanism that can be studied in the laboratory with
puzzles andunfamiliar tasks thatminimize the role ofprior knowledgeand
experience. The challenge for expert performers is effective management
of extensive knowledge and experience, not performance in the absence
of it. How should one build a cognitive structure that allows for further
refinements as the skill and knowledge increase? What kinds of control
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mechanismsneed to be constructed tomonitor continuedmodification and
refinement? How can the development of control mechanisms and perfor-
mance be coordinated while maintaining an integrated performance?

It is clear that expert performance and itsmediatingmechanisms are not
constructed completely from scratch. When individuals, especially adults,
initially enter anydomainof expertise, theybringa rangeof relatedabilities
and associated knowledge and experience. To build a complete theoretical
framework it is necessary to describe in detail how individuals apply these
existing skills and abilities to performance within a new domain. Only by
describing these initial mechanisms and how they are later modified and
refined by deliberate practicewill it be possible to account for the full range
of development of expert performance. Within such a general theoretical
framework it will be possible to integrate studies of traditional problem
solving with laboratory studies of problem solving and to gradually
refine our understanding of the mechanisms mediating high levels of
achievement.
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Gedächtniss [Experimental contributions to the theory of memory]. Zeitschrift
für Psychologie, Ergånzungs Band, 1, 1–288.
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Is Success or Failure at Solving Complex Problems
Related to Intellectual Ability?

Dorit Wenke and Peter A. Frensch

introduction

Imagine you are elected mayor of a town and are given absolute power
over all town resources. You may hire workers for the local factory, raise
taxes, have schools built, and close down local businesses. The one goal
you are to strive for is to make certain that the town prospers.

A situation like this, simulated on a computer, was used in the early
1980s by Dietrich Dörner and his colleagues (e.g., Dörner & Kreuzig, 1983;
Dörner, Kreuzig, Reither, & Stäudel, 1983) in Bamberg, Germany, to study
individual differences in the human ability to solve complex problems.
Dörner was interested in understanding why some of his research partici-
pants weremuchmore successful in building prosperous towns thanwere
others. One of his rather striking and hotly debated conclusions was that
individual differences in the ability to govern the simulated townwere not
at all related to the individuals’ IQs. Rather, an individual’s ability to turn
the town into a prosperous community seemed to be related to his or her
extroversion and self-confidence.

In this chapter we are concerned with the question of what determines
individual differences in complex problem-solving competence. The an-
swer to this question may be traced from many different viewpoints: cog-
nitive, social, biological, and evolutionary, to name just a few. Here, we
focus on the contribution of cognitive psychology to providing an answer
to the question. More specifically, we discuss to what extent, if indeed at
all, complex problem-solving competence can be traced, both theoretically
and empirically, to an individual’s intellectual ability.

The chapter is divided into three main sections. In the first section, we
provide definitions for problem, and because our focus is on complex prob-
lem solving, for complex problem solving as well. In addition, we define
what we mean when we use the term intellectual ability within the tradi-
tion of cognitive psychology, and we discuss what it means to state that
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an individual’s problem-solving competence is due to intellectual ability.
In the second and third sections, we reviewmuch of the existing empirical
work that relates complexproblem-solvingcompetence to somemeasureof
intellectual ability. We distinguish two forms of complex problem solving.
In the second section, we focus on explicit problem solving, that is, prob-
lem solving that is controlled by a problem solver’s intentions. In the third
section our focus is on implicit, that is, automatic or nonconscious, complex
problem solving. Our main argument throughout the chapter is that there
exists, thus far, no convincing empirical evidence that would support a
causal relation between any intellectual ability, on the one hand, and com-
plex, implicit or explicit, problem-solving competence, on the other hand.
To be clear from the outset on what exactly it is that we are arguing for and
what we are not arguing for, the reader should note that our argument is
one that is based on a lack of evidence, not necessarily a lack of theoretical
relation. That is, we do not deny the possibility that a causal relation be-
tween intellectual ability and complex problem-solving competencemight
exist; we argue only that there exists no convincing empirical evidence as
of yet that would support such a relation.

definitions and clarifications

As pointed out by Frensch and Funke (1995), among many others, re-
searchers in the area of human problem solving are often quite inconsis-
tent in their use of terms such as heuristic, problem, problem solving, and
intellectual ability. Although perhaps understandable, the different uses of
the same terms seriously undermine scientific progress. Because the defi-
nition of terms affects the choice of experimental tasks and methods, and
thus, ultimately affects the conclusions to be drawn (Frensch & Funke,
1995), we make an attempt in this section to delineate what exactly we
mean when we talk about (a) problems in general and complex problems in
particular, and (b) intellectual ability. In addition, we discuss what it means
to state that there may be a relation between intellectual ability and com-
plex problem-solving competence and outline our criteria for evaluating
the empirical soundness of the proposed relation.

Simple and Complex Problems

In our daily lives we are confronted with all sorts of problems. For exam-
ple, in the morning we need to decide what to wear and how to combine
different clothes. Some problems have clearly defined goals, whereas oth-
ers don’t. Some problems require many “mental steps,” whereas others
are rather easy and quick to solve. Hence, problems differ widely in terms
of their requirements, and, not surprisingly, there exist literally dozens of
ways to meaningfully define and classify problems. In this chapter, we



Is Problem Solving Related to Intellectual Ability? 89

advance a “gap” definition of problem solving and classify problems ac-
cording to where in the problem space gaps exist and how large the gaps
are. Gap definitions have been proposed bymany researchers, for instance,
Lüer and Spada (1998), who hold that a problem exists

whenever a person perceives and represents properties of the task
environment and, in doing so, recognizes that the internal represen-
tation contains one or more unsatisfactory gaps. Consequently, the
problem solver experiences a barrier between the current state and
the goal state. (Lüer & Spada, 1998, p. 256; translation by the authors)

The “unsatisfactory gaps” proposed by Lüer and Spada can be of many
different types and sizes, depending on the properties of the task. For ex-
ample, a taskmay be stated in away that leads to gaps in the representation
of the problem state and in the relations among the elements of the prob-
lem state. Alternatively, a gap may exist in the representation of potential
operators or of (external) constraints on the combination of operators, or
in the representation of goal states.

What “gap definitions” make abundantly clear is that “problems” are
due to the interaction between a problem solver and a task. The type and
the size of the gapsdepend (a) on characteristics of the problemsolver, such
as the amount of preexisting knowledge and, possibly, intellectual ability,
as well as (b) on task characteristics such as the problem state and/or the
goal state.

In the remainder of the chapter, we concentrate on problems at the high
end of the “gap continuum,” that is, on problems that consist of several
and/or large gaps in the problem representations ofmost problem solvers,
and that havemore resemblance to real-world problems than to traditional
laboratory problems such as the Tower of Hanoi. There are at least two
reasons for why we focus on the relation between intellectual ability and
complex, rather than simple, kinds of problem solving. First, there already
exist several first-rate reviews of the relation between intellectual ability
and simple problem-solving competence such as is displayed when typ-
ical laboratory problems are solved (e.g., Sternberg, 1982). The nutshell
conclusion from these reviews appears to be that if there is indeed a re-
lation between intellectual ability and problem-solving competence, then
it is probably quite modest in size (i.e., correlations around .30). By com-
parison, the potential relation between intellectual ability and complex
problem-solving competence has been rarely discussed and reviewed in
detail thus far.

Second, and perhaps more important, the external validity of the artifi-
cial laboratory tasks that are typically used to study the relation between
intellectual ability and problem-solving competence is highly question-
able. The tasks have little resemblance to the problem-solving situations
typically encountered by humans.



90 Wenke and Frensch

Following the work of Dietrich Dörner and his colleagues (e.g., Dörner,
Kreuzig, Reither, & Stäudel, 1983), we define “complex problem solving”
as occurring

to overcome barriers between a given state and a desired goal state
by means of behavioral and/or cognitive, multi-step activities. The
given state, goal state, and barriers between given state and goal
state are complex, change dynamically during problem solving, and
are intransparent. The exact properties of the given state, goal state,
and barriers are unknown to the solver at the outset. Complex prob-
lem solving implies the efficient interaction between a solver and the
situational requirements of the task, and involves a solver’s cognitive,
emotional, personal, and social abilities and knowledge. (Frensch &
Funke, 1995, p. 18)

Note that the term complex problem, according to the above definition, is
not identical to the term ill-specific problem, a term frequently encountered
in the problem-solving literature. Although “complex” problems can be
experienced as “ill-specified” by problem solvers, “complex” problems
have additional properties (such as, for instance, the dynamic change of
the problem situation) that are not needed for a problem to be called “ill-
specified.”

As will become apparent later in the chapter, we distinguish complex
problem solving that is dependent on the intended actions of a problem
solver (i.e., explicit problemsolving) andproblemsolving that occurs,more
or less, outside the realm of intention (i.e., implicit problem solving). For
both types of problem solving,we ask towhat extent individual differences
in problem-solving competence might be based on individual differences
in intellectual ability.

Intellectual Ability

What actually is an ability? That is partly an unanswerable question,
or if there is an answer it has to be something unhelpful like, “It
depends on the kind of ability concept that we happen to be using.”
(Howe, 1996, p. 41)

When we say about Aristotle that he possessed an outstanding reasoning
ability, do we mean to state that he was a philosopher who could reason
remarkably well, or are we proposing that his reasoning ability made him
an outstanding philosopher? While we do not differentiate much between
the descriptive and the explanatory use of the ability concept in our every-
day life and language, in scientific contexts we need to do so in order to
avoid circularity.

Our definition of an “intellectual ability” is strongly guided and con-
strained by two considerations. First, we focus on the explanatory, rather
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than descriptive, use of the concept. That is, when we use the term intellec-
tual ability, we are referring to a concept that potentially explains problem-
solving behavior and success. The adoption of the explanatory meaning
of “intellectual ability” has strong implications for the assumed properties
of the concept. We strongly believe that an explanatory concept of “intel-
lectual ability” makes sense only if it is assumed that intellectual abilities
(a) support performance on a wide variety of tasks and task domains, (b)
are possessed by most if not all people, albeit to varying degrees, and (c)
are relatively stable over time. We therefore tentatively define “intellec-
tual ability” as a cognitive disposition that affects performance on a wide
variety of tasks, is not modifiable by experience, and is possessed by all
persons.

The second consideration influencing our understanding of “intellec-
tual ability” is that we are taking the perspective of cognitive psychology
when discussing the relation between intellectual ability and problem-
solving competence. Thus, we do not consider possible biological, physio-
logical, or neurological interpretations of “intellectual ability.” We also do
not consider sociological, behavior-genetic, or cultural attempts to qualify
the nature of intellectual ability.

What does it mean, then, to take the perspective of cognitive psychol-
ogy when defining the term intellectual ability? Cognitive psychologymay be
defined as “a general approach to psychology emphasizing the internal,
mental processes. To the cognitive psychologist behavior is not specifiable
simply in terms of its overt properties but requires explanations at the level
of mental events, mental representations, beliefs, intentions, etc.” (Reber,
1995, p. 135). Thus, by asking what an intellectual ability might be, we are
askingwhichmental processes and/or representations orwhichproperties
of mental processes and/or representations might be ultimately responsi-
ble for problem-solving behavior. Consequently, in the remainder of this
chapter the term intellectual ability is used to refer to “basic cognitive fac-
ulties, processes, and mechanisms that differ in degree among persons,
affect performance on a wide variety of tasks, and are not modifiable by
experience.”

The reader should note that this definition does not necessitate that an
intellectual ability be a concept that is semantically wider than the concept
it potentially explains, namely, problem-solving competence. Although
general intelligence and its various subfactors identified and measured
in many contemporary intelligence tests (e.g., Wechsler Adult Intelligence
Scale, WAIS; Wechsler, 1982) are perhaps prototypical examples of intel-
lectual abilities in the sense of cognitive faculties, other much narrower
concepts qualify also. To provide an example: Some cognitive psycholo-
gists have argued that the capacity of working memory is relatively con-
stant (over time and demands) in a person but differs among persons.
Thus, it is at least conceivable that better problem solversmight differ from
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not-so-great problem solvers primarily in terms of their working-memory
capacity. In other words, working-memory capacity is one of many possi-
ble intellectual abilities that might explain problem-solving behavior and
success.

The reader should also note that our definition of “intellectual ability”
is meant to exclude (a) knowledge per se, although forms and processes of
knowledge acquisition, organization, and application might qualify as in-
tellectual abilities; (b) purely peripheral processes (e.g., motor programs);
(c) motivational factors (e.g., self efficacy); and (d) biological/neurological
substrates possibly underlying problem-solving behavior. Note also that
our definition of intellectual ability is not restricted to intentionally applied
processes, strategies, and the like. Rather, we consider all information-
processing characteristics of the cognitive system as potential intellectual
abilities. In this regard, we differ from Jensen, who defines “mental abili-
ties” as “some particular, conscious, voluntary behavioral act that can be
assessed as meeting (or failing to meet) some clearly defined standard”
(Jensen & Weng, 1994, p. 236).

Evaluation Criteria

In keeping with our focus on the explanatory aspect of intellectual abil-
ity, we strongly believe that any theoretical and/or empirical approach
arguing for a relation between intellectual ability and problem-solving
competence must meet a number of criteria in order to be taken seriously.
Below,we describe three criteria that we use to assess and evaluate the var-
ious approaches considered. We argue that each of the three criteria must
be met before it can truly be maintained that any particular intellectual
ability affects problem-solving competence.

criterion 1. Both the intellectual ability presumably underlying problem-
solving competence and problem-solving competence itself need to be explicitly
defined andmust not overlap at theoretical and/or operational levels. At a theoret-
ical level, this criterion implies that both intellectual ability and problem-
solving competence need to be defined explicitly and, more important,
independently of each other. If the latter is not the case, then any attempt
to explain problem-solving competence in terms of an underlying intellec-
tual ability is necessarily circular and redundant. At the operational level,
Criterion 1 implies that independent and reliablemeasures need to be used
to assess the respective constructs.When overlappingmeasures (e.g., items
that appear on a questionnaire used to measure intellectual ability also ap-
pear on a questionnaire used tomeasure problem-solving competence) are
used, then empirically observed correlations may reflect methodological
artifacts rather than theoretically relevant relations.

criterion 2. The presumed relation between intellectual ability and problem-
solving competence must have a theoretical explanation. This criterion demands
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that some theory or model exists that specifies the proposed relation be-
tween complex problem-solving competence and the hypothesized intel-
lectual ability.Without anunderstandingof the theoretical foundation link-
ing the two concepts, no explanation of problem-solving competence is
acceptable.

criterion 3. The direction of the presumed causality must be demonstrated
empirically. As noted earlier, we understand and use the term intellectual
ability in its explanatory sense. After all, the scientifically interesting ques-
tion is whether there exist intellectual abilities that cause better or worse
problem-solving competence. Because a direct experimental manipulation
of degree of intellectual ability is not feasible, indirect assessments of the
direction of causality are required. Acceptable approaches are (a) to use
longitudinal research designs and (b) to experimentally manipulate the
use of particular abilities by varying either instructions or task proper-
ties, whereby potential third variables that possibly modulate empirically
observed relations are controlled for.

Of course, criteria other than those described above are both thinkable
and plausible.We believe nevertheless that thementioned criteria are quite
useful for evaluating the approaches discussed in this chapter.

In the next section we discuss theoretical ideas and empirical research
that are relevant for exploring the relation between explicit, intention-
driven, problem-solving competence for complex problems, on the one
hand, and relatively stable and domain-general processing characteristics
of the cognitive system, on the other hand.1 In the third section we focus
on intellectual abilities that potentially underlie implicit, that is, noninten-
tional problem solving.

individual differences in complex explicit
problem solving

Perhaps the most obvious intellectual ability potentially underlying com-
plex explicit problem solving is general intelligence. In this part, we there-
fore review, first, some of the research – mostly European – on the relation
between complex explicit problem solving (CEPS) and intellectual ability
as, for example, assessed by traditional intelligence tests or specific sub-
tests thereof. The assumption underlying this approach is, of course, that a

1 This does not imply that we are searching for a unitary and “true” intellectual ability that
might underlie all sorts and aspects of complex problem-solving competence. On the con-
trary, we agreewithHunt (1980), who notedwith regard to explaining intelligence-test per-
formance by underlying cognitive abilities that “the search for a ‘true’ single information-
processing function underlying intelligence is as likely to be successful as the search for
the Holy Grail” (Hunt, 1980, p. 457). Therefore, we sample from the intellectual abilities
that have been proposed to be involved in complex problem solving and evaluate them
according to the criteria described below.
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person’s IQ score reflects somemore or less global and relatively stable in-
tellectual ability that might potentially be associated with CEPS. With few
exceptions, the tasks used to assess CEPS competence consist of dynamic
scenarios presented on a computer, with the number of independent ex-
ogenous and interconnected endogenous variables ranging from 3 to about
2000. The scenarios are described to research participants with the more or
less clearly specified goal being to optimize some aspects of the scenario’s
output.

CEPS and Global Intelligence

It is very common, even for psychologists, to assume that a person’s
intelligence is closely related to the person’s ability to solve com-
plex problems. The higher a person’s intelligence, so the assumption,
the better the person’s problem-solving skills. (Beckmann & Guthke,
1995, p. 178).

It is perhaps surprising that empirical support for the popular belief
described by Beckmann and Guthke (1995) is rather poor. Typically, the
reported correlations are low or even zero, at least when the problem sit-
uation is not transparent and/or the goal to be achieved is poorly speci-
fied (for detailed reviews, see Kluwe, Misiak, & Haider, 1991, as well as
Beckmann & Guthke, 1995). The probably best known study producing
zero correlations has been conducted by Dörner and colleagues (1983) us-
ing the LOHHAUSEN system. Participants’ task was to “take care of the
future prosperity” of a small town called LOHHAUSEN over a simulated
10-year period. About 2000 variables were involved in this system (e.g.,
number of inhabitants and earnings of the industry). Participants had to
derive subgoals for themselves, and interactedwith the system through an
experimenter. Problem-solving competence on this task did not correlate
with the Raven’s Advanced Progressive Matrices (APM; Raven, Court, &
Raven, 1980) scores, nor did it correlate with scores on the Culture Fair
Intelligence Test (CFT, Cattell & Weiss, 1980).

Results such as the ones described above have been interpreted and
discussed quite controversially by different “camps” of researchers. One
camp of researchers (e.g., Dörner & Kreuzig, 1983; Putz-Osterloh, 1983)
has been arguing that zero correlations between problem-solving compe-
tence and general intelligence reflect the fact that traditional IQ measures
tend to be ecologically less valid than CEPS measures. More specifically,
these researchers claim that in dynamic scenarios (a) the goals are often
ill specified, (b) information needs to be actively sought after, and (c) se-
mantic/contextual embeddedness (i.e., ameaningful cover story) is almost
always present, and that traditional intelligence tests do not measure the
intellectual abilities (such as the so-called operative intelligence, Dörner,
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1979) required for successful problem-solving performance in highly com-
plex and ecologically valid environments.

According to a second camp of researchers (e.g., Funke, 1983, 1984;
Kluwe et al., 1991), low correlations between IQ and CEPS are due to
methodological and conceptual shortcomings. First, it has been pointed
out (e.g., Kluwe et al., 1991) that it is impossible to derive valid indicators
of problem-solving performance for tasks that are not formally tractable
and thus do not possess a mathematically optimal solution. Indeed, when
different dependent measures are used in studies using the same scenario
(i.e., TAILORSHOP; e.g., Funke,1983; Putz-Osterloh,1981; Süß,Kersting,&
Oberauer, 1991), then the conclusions frequently differ.

Second, the reliability of the performance indicesmay often be low (e.g.,
Funke, 1983, 1984; Kluwe et al., 1991). Few studies report reliabilities, and
those reported are usually not very high (test-retest reliabilities ranging
between .2 to .7, depending on the dependent variable used).2 Other quite
serious methodological criticisms concern the narrow sampling of IQ in
most of the studiesmentioned above (e.g., Funke, 1991), and the ecological
validity of the scenarios.

However, the empirical picture is far more complicated and less clear
than might have been suggested thus far. Although zero correlations be-
tween test intelligence and complex problem-solving competence are fre-
quently obtained, this is not always the case. For example, Putz-Osterloh
(1981; Putz-Osterloh & Lüer, 1981) has argued that the relation between
global intelligence and complex problem-solving competence is medi-
ated by the transparency of the problem-solving task. Like Dörner et al.
(1983), Putz-Osterloh (1981) failed to find significant correlations between
problem-solving competence and the Raven’s APM in an intransparent
experimental condition with the TAILORSHOP scenario, a scenario sim-
ulating a small company in which shirt production and sale had to be
controlled by purchasing raw materials and modifying the production ca-
pacity in terms of number of workers andmachines. Participants’ goal was
to maximize the company’s profit, either under a transparent condition,
in which they had access to a diagram depicting the relations between the
systemvariables, or under an intransparent condition inwhich nodiagram
was shown.

However, Putz-Osterloh (1981, see also Putz-Osterloh & Lüer, 1981;
Hörmann & Thomas, 1989) found a statistically reliable relation (Tau =
.22) between IQ and problem-solving competence (operationalized by the
number of months with increasing capital assets) in the transparent exper-
imental condition (but see Funke, 1983, for different results).

2 A remarkable exception is reported byMüller (1993).Müller used amathematically defined
abstract complex system consisting of “parallel” subsets with identical problem structure.
Reliability estimates in his studies were about .9.
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A different moderator variable affecting the link between global intel-
ligence and complex problem-solving competence has been suggested by
Strohschneider (1991). The author, using the MORO system in which par-
ticipants are asked to improve the living conditions of nomads in the Sahel
zone, manipulated the specificity of the to-be-attained goals. In the specific-
goal condition, participants had to reach specified values on critical vari-
ables (e.g., number of cattle or number of inhabitants). In the unspecific-
goal condition, the participants’ task was to take actions that guarantee
long-term improvements of the MORO living conditions.

Interestingly, in the unspecific-goal condition, problem-solving perfor-
mance did not correlatewith general intelligence asmeasured by the Berlin
Intelligence Structure test3 (BIS, Jäger, 1982), whereas substantial correla-
tions (up to r = −.59) were found in the specific-goal condition.

Yet another variable affecting the relation between global intelligence
and complex problem-solving ability may be the semantic context of a
problem-solving task. Hesse (1982) investigated the impact of the semantic
embeddedness of the problem-solving task on the relation between IQ and
CEPS. In the semantic condition, participantswere asked to solve theDORI
problem, a computerized system involving ecological variables and rela-
tions. In the semantic-free condition, a systemwith an isomorphic problem
structure but without the cover story and without meaningful variable
names was presented to the participants. In addition, transparency was
manipulated as in the Putz-Osterloh (1981) experiment described above.
Hesse (1982) obtained moderate correlations between problem-solving
performance and APM scores only in the semantic-free condition (r = .38
and r = .46 for the transparent and the intransparent condition, respec-
tively).

On the whole, the empirical findings described above do not support
a strong link between general intelligence and complex problem-solving
competence when goal specificity and transparency are low and the seman-
tic content is rich; the link appears to be somewhat stronger when the
intelligence-testing conditions more closely resemble the problem-solving
testing conditions. We agree with Kluwe et al. (1991) that, on the basis of
the present results, it cannot be determined whether low correlations are
due to invalid intelligence testing (i.e., their failure to assess real-world
intellectual abilities necessary for dealing with complexity) or to a lack
of reliability of the CEPS measures. The heterogeneity of the scenarios
and IQ tests used further complicates the interpretation of the existing
results.

3 According to the BIS, operative factors, such as speed of processing, processing capac-
ity/reasoning ability, creativity, and memory are distinguished with respect to verbal, nu-
meral, and figural contents. The “g”-factor is determined as performance across tasks and
contents.
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Evaluation of Approach
criterion 1. Both the intellectual ability presumably underlying problem-

solving competence and problem-solving competence itself need to be explicitly
defined and must not overlap at theoretical and/or operational levels. Because in-
dependent tasks are typically used to assess problem-solving competence
and intellectual ability, themeasures do not overlap at an operational level.
However, the fact that significant correlations between complex problem-
solving competence and IQ are obtained when goal specificity is high
and/or semantic embeddedness ismissing suggests an overlap at the level
of task requirements.

Even more disturbing is the fact that the potential theoretical overlap
between intelligence and CEPS can be evaluated only on the basis of their
respective definitions. Since neither CEPS nor intelligence seem to be par-
ticularlywell defined, the obtained correlationsmaywell be due to concep-
tual overlap. As Robert J. Sternberg has put it, “whatever intelligence may
be, reasoning and problem solving have traditionally been viewed as im-
portant subsets of it” (Sternberg, 1982, p. 225). Thus, evenwhen substantial
correlations are obtained, there is good reason to believe that explaining
CEPS in terms of intelligence may be circular because intelligence and
problem-solving ability might be one and the same (cf. Howe, 1988).

criterion 2. The presumed relation between intellectual ability and problem-
solving competence must have a theoretical explanation. Apart from general
statements such as Sternberg’s (1982), it is not obvious exactly how intelli-
gence should contribute to CEPS. This is so because (a) to date, researchers
have not agreed on the nature of intelligence (see, e.g., Kray & Frensch,
2002, for an overview of different accounts of the nature of “g”), and (b)
no models exist that theoretically link intelligence to specific aspects of
problem-solving behavior. The latter problem probably partly stems from
the difficulty to define an objective problem space for mathematically in-
tractable scenarios.

criterion 3. The direction of the presumed causality must be demonstrated
empirically. To our knowledge, no longitudinal or training designs have
been used to assess the direction of causality. Some empirical studies have
manipulated task properties such as transparency, but only Funke (1983)
used a between-group design (sampling from the extremes of the IQ dis-
tribution). Furthermore, it is questionable whether potential moderator
variables have been adequately controlled for. For instance, when both se-
mantic embeddedness and transparency are varied, as was the case in the
study by Hesse (1982), then transparency does not affect problem-solving
performance in the semantic-free condition. Hence, the direction of causal-
ity (if any exists) remains unclear.

To summarize, correlating global IQ scores with complex problem-
solving performance does not seem to be particularly useful if the goal
is to understand the role of intellectual ability in complex problem-solving
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competence. Our main concern with this approach relates to a lack of the-
oretical explanation. In the next part, we review research that goes beyond
correlating global IQ with CEPS performance in that it singles out indi-
vidual components of intelligence that may affect problem-solving com-
petence.

CEPS and Specific Intelligence Components

In the research reviewed below, either IQ subtests such as the ones that
are inherent in the BIS or learning-test scores have been correlated with
complex problem-solving performance.

Süß et al. (1991; see also Hussy, 1991), for example, had problem solvers
work on an intransparent version of the TAILORSHOP. The authors hy-
pothesized that inorder to successfully control this system,problemsolvers
need to infer the relations among critical variables and to deduce mean-
ingful goals and actions. Therefore, reasoning ability, as assessed by the
BIS-factor K (processing capacity, capturing the ability to recognize rela-
tions and rules and to form logical inferences in figure series, number
series, and verbal analogies) should be the single most predictive ability
of problem-solving ability. This is indeed what the authors found. Overall
problem-solving performance correlated substantially with K (r = .47). In
addition, knowledge (specific systemknowledgeaswell asgeneral economic
knowledge) was found to be an important predictor of problem solving.

Similar findings have been reported by Hörmann and Thomas (1989),
who administered the TAILORSHOP under two different transparency
conditions. When problem solvers’ system knowledge, as assessed by
a questionnaire, was high, then the K-factor (r = .72) and the G-factor
(indicating memory performance, r = .54) correlated with CEPS perfor-
mance in the intransparent condition, whereas the B-factor (processing
speed) was the best predictor in the transparent condition. However,
when system knowledge was not considered, then significant correlations
emerged only in the transparent condition.

Hussy (1989), on the other hand, found the K-factor to be the single most
predictive operative factor, regardless of transparency condition and sys-
tem knowledge. However, the scenario used by Hussy was the LUNAR
LANDER, a mathematically well-defined system with only six variables
and a very specific goal, which makes it difficult to compare this study
directly to those using the TAILORSHOP. Nevertheless, it is interesting
to note that Hussy (1989) also found the G-factor (memory) to be signifi-
cantly correlated with problem-solving performance in the intransparent
condition. This finding is similar to that of Hörmann and Thomas (1989)
and points to the possibility that intransparent problems may pose partic-
ularly high memory demands when problem solvers attempt to develop
internal models of the task (cf. Buchner, 1995).
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In general, these results appear to be inconsistent with Strohschneider’s
(1991, see previous section) finding of high correlations between almost all
BIS-operative factors andproblem-solvingperformance in the specific-goal
condition of the MORO system. But then again, Strohschneider’s study
differs substantially in terms of task demands, such as system complexity
and operationalization of goal specificity, from the studies above, making
direct comparisons difficult.

A different “componential” approach has been taken by Beckmann
(1995; for a comprehensive overview, see Beckmann & Guthke, 1995).
Beckmann and colleagues argue that successful problem-solving perfor-
mance involves the ability to learn from success and failure. They there-
fore use learning tests4 (e.g., Guthke, 1992) that assess problem solvers’
learning potential, in addition to the reasoning subtests of traditional in-
telligence tests (Intelligence Structure Test, IST; Amthauer, Brocke, Liep-
mann, & Beauducel, 1973; and Learning Test Battery “Reasoning,” LTS 3,
Guthke, Jäger, & Schmidt, 1983) to predict problem-solving performance
andknowledge acquisition.Diagrams forwhich the relevant relationshave
to be filled in assess the latter. The authors’ six-variable system is based on
a linear equation system, and was administered in either an abstract “ma-
chine” version or in a semantically meaningful version (CHERRYTREE,
for which water supply, warmth, etc. had to be manipulated in order to
control the growth of cherries, leaves, and beetles).

In the abstract version, problem solvers acquired substantial system
knowledge, and learning-test scores correlated substantially with the sys-
tem knowledge measure as well as with problem-solving performance
measures, whereas traditional intelligence subtest scores correlated (albeit
to a smaller degree) only with problem-solving performance. In contrast,
in theCHERRYTREEversion, problem solvers did not demonstrate system
knowledge, nor did test scores (regardless of type) correlate with problem-
solving performance (see also Hesse, 1982). It is interesting that the two
experimental groups (i.e., abstract version vs. CHERRYTREE) did not dif-
fer in terms of the quality of their problem solving-performance, that is,
in their control of the system. This and similar results have led several
researchers (e.g., Berry & Broadbent, 1984) to propose different modes of
learning andof problem solving. (We return to this issue in the third section
when we discuss implicit problem solving.)

To summarize, when specific intelligence components are correlated
with problem-solving performance in complex systems and when goals
are specified, then moderate to substantial correlations are obtained, even
under intransparent task conditions. The most important intelligence

4 The tradition of using learning tests is based on Vygotzky’s concept of the proximal zone
of development and holds that problem solvers’ intellectual abilities mainly show under
conditions where they are required to learn from feedback, prompts, and the like.
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components predicting problem-solving competence appear to be process-
ing capacity/reasoning ability and learning potential. Semantic content appears
to be an important mediator of the relation between abilities and CEPS
(e.g., Hesse, 1982), implying that the content may activate prior knowl-
edge and affect the problem representation. Furthermore, inconsistent re-
sults have been obtained regarding the relation between system knowledge
(i.e., knowledge about the relations among variables) and problem-solving
performance.

Evaluation of Approach
criterion 1. Both the intellectual ability presumably underlying problem-

solving competence and problem-solving competence itself need to be explicitly
defined and must not overlap at theoretical and/or operational levels. Regard-
ing operational overlap, much the same can be said as in the previous
section. There is little reason to expect much overlap at the operational
level, although task requirements may overlap to some extent. Concern-
ing theoretical overlap, the situation is evenmore satisfying. Learning and
reasoning are better defined than is global intelligence, and the overlap
between the theoretical concepts appears to be low.

criterion 2. The presumed relation between intellectual ability and problem-
solving competence must have a theoretical explanation. Although interesting
with regard to hypothesis generation, the approach discussed above suf-
fers from a lack of theoretical explanation. Demonstrating that a person
possesses reasoning ability, for instance, does not tell us much about the
specific reasoning processes and representations that may be required for
successful problem solving. Thus, the theoretical foundation of the link
between the proposed ability and problem-solving performance remains
rather unclear at the level of mechanisms. A closer task analysis (plus the
useofmathematically tractable tasks) aswell as amore systematic variation
of task properties may be needed in order to better understand how spe-
cific intelligence componentsmight be related to complex problem-solving
competence.

criterion 3. The direction of the presumed causality must be demonstrated
empirically. Largely the same conclusions can be drawn regarding this
criterion as in the first part of the present section. In our view, a causal
link between intellectual ability and specific intelligence components has
not been demonstrated within this line of research. In fact, there has not
even been an attempt to do so.

Taken together, the approach of correlating specific intelligence compo-
nents with CEPS performance is theoretically much more interesting than
correlating CEPS performance with global IQ. However, to theoretically
understand CEPS in terms of the underlying intellectual abilities, we need
(a) more detailed models of knowledge acquisition processes in CEPS sit-
uations, (b) more detailed theoretical accounts of the links between the



Is Problem Solving Related to Intellectual Ability? 101

proposed abilities and CEPS performance, as well as (c) research designs
that allow inferences about the direction of causality.

Global Intelligence and Expertise

Instead of assessing complex problem-solving competence with the aid of
computerized systems, researchershave also explored the relationbetween
intellectual ability and problem-solving competence in amore natural con-
text, namely, by correlating global intelligence with expertise. Arguably
the best-known work in this regard has been performed by Steve Ceci and
his colleagues (e.g., Ceci & Liker, 1986a, 1986b; Ceci & Ruiz, 1992, 1993),
who claim that expertise is unrelated to global IQ. Ceci and Liker (1986a,
1986b), for instance, compared experts and novices in terms of their ability
to handicap races and in the cognitive complexity underlying their handi-
capping performance. Furthermore, the relation between expertise and IQ,
as measured by theWAIS, as well as between cognitive complexity and IQ
was examined.

Experts differed fromnovices in terms of their ability to correctly predict
posttime odds for the top three horses in 10 actual races on the basis of a
priori factual information about the horses, although the two groups were
comparable in terms of their factual knowledge about races (as assessed by
a screening questionnaire), years of track experience, years of education,
and, most important, IQ. That is, both groups contained high-IQ as well as
low-IQ individuals.

Experts aswell as novices subsequently handicapped 50 experimentally
contrived races, inwhichan“experimental”horsehad tobe comparedwith
a “standard” horse. For the former, values on potentially important vari-
ables (such as lifetime speed, claiming price, and trace surface condition)
were systematically varied.5 To model how experts and novices arrived at
their odds predictions, Ceci and Liker used multiple-regression analyses.

The results of the study can be summarized as follows: First, the mod-
eling results showed that a simple additive model was not sufficient to
predict performance, at least not for experts. Rather, quite complicated in-
teractive terms needed to be included. Second, experts gave more weight
to higher-order interactions than did novices, suggesting a higher de-
gree of cognitive complexity in their reasoning. Third, the weight of the

5 Thus, the task used here differs from the dynamic-systems approach in that (a) the task
or “system” is not dynamic (i.e., problem solvers predict posttime odds at a trial-to-trial
basis), and (b) all variables are endogenous (i.e., cannot be altered by problem solvers’
inputs). However, the two approaches also share certain commonalities. For example, both
types of task contain a large number of highly interconnected variables and a high level
of intransparency. That is, problem solvers need to find out which variables are important
and what kinds of relations hold among them in order to derive meaningful action plans.
Furthermore, both are typically semantically rich.
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higher-order interactions correlated highly with handicapping ability, but
did not correlate with IQ. The latter finding is particularly important be-
cause it suggests that global intelligence is unrelated to cognitive complex-
ity in real-life complex problem solving such as handicapping races.

Interestingly, similar results have been obtained in very different areas
of expertise. For example, in their recentwork on practical intelligence (i.e.,
situational-judgment tests that present work-based problems for partici-
pants to solve), Sternberg and colleagues have repeatedly foundno correla-
tions between performance and IQ. In their most recent article, Sternberg
et al. (2001) describe work that was done with 85 children between the
ages of 12 and 15 in a rural village in western Kenya. The main dependent
variable of interest was children’s scores on a test of tacit knowledge for
natural herbal medicines used to fight illnesses. Sternberg et al. found that
scores on the tacit knowledge correlated trivially or even significantly neg-
atively with measures of IQ and achievement, even after controlling for
socioeconomic status.

Even if it is true that global intelligence is not related to expertise, it
might still be related to the acquisition of expertise, however. To explore
the latter possibility, Ceci and Ruiz (1992, 1993) conducted a follow-up
case study in which they investigated the acquisition of expertise on a
novel task of two race-handicapping experts with different IQ levels. The
new task was constructed such that it had the same underlying “problem
structure” as the race-handicapping task. That is, the authors constructed a
“stockmarket game” that included just asmanyvariables aswere included
in the handicapping task. In the new task, an experimental stock had to
be compared with a standard stock. The two handicapping experts were
asked to decide which of the two stocks would yield a better future price-
earnings ratio. Experimental trials were constructed such that the equation
modeling handicapping performance held for a subset of the stock market
variables.

The results of this study showed that the two experts did not sponta-
neously transfer the “handicapping” rule to the new task before they were
informed that the task-relevant variables could be weighed and combined
in the same manner as they had done in predicting posttime odds. After
receiving this hint, performance increased considerably for both experts.
Modeling indicated that the experts hadnot developed amodel as complex
as the equation they used for handicapping. Rather, they appeared towork
with models containing only lower-order interactions. Consequently, per-
formance never reached impressive levels, although both expertsmanaged
toperformabove chance.Most important, thehigh- and low-IQexperts dif-
fered neither in their performance nor in terms of the cognitive complexity
they brought to bear on the new task.

Ceci and colleagues interpret their results as indicating (a) that in-
telligence always manifests itself as an interaction between underlying
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intellectual abilities and experience in particular domains, and is there-
fore context/content dependent, (b) that multiple intelligences exist, and
(c) that IQ tests measure only a specific type of intelligence, namely, one
developed in academic settings.

The Ceci studies have not remained without criticism. Detterman and
Spry (1988; see also Ceci & Liker, 1988, for a reply), for instance, argued
that sampling procedure, sample size, and questionable reliabilities (but
see Ceci & Liker, 1988) might have led to an underestimation of the “true”
correlations. Ceci and Ruiz (1993) themselves made the point that the dif-
ficulty of the novel task might have prevented transfer from occurring.

Regardless of the validity of the criticisms, it is important to acknowl-
edge that the Ceci and Liker and Ceci and Ruiz studies are two of the very
few studies that have related global intelligence to expertise and to the
acquisition of problem-solving competence. The empirical result is both
consistent with the European research reviewed earlier and intriguing: IQ
does not seem to predict expertise (i.e., complex problem-solving com-
petence) nor does it predict the acquisition of complex problem-solving
competence.

Evaluation of Approach
criterion 1. Both the intellectual ability presumably underlying problem-

solving competence and problem-solving competence itself need to be explicitly
defined and must not overlap at theoretical and/or operational levels. Except for
possibly similar task demands, no overlap appears to exist at the oper-
ational level. That is, the measures used to assess level of expertise and
global intelligence differ. In addition, the reliability of the prediction per-
formance scores may be better than has been pointed out by critics (e.g.,
Detterman & Spry, 1988). First, we agree with Ceci and Liker (1988) in that
it makes sense to assess reliability for the sample as a whole for which the
authors report a Kuder-Richardson reliability of KR20 = .88. Second, the
prediction scores on the diagnostic 10 real races correlated substantially
with the complexity indicators determined via modeling.

The argumentCeci and colleagues are pushing is that global intelligence
and expert problem-solving competence do not overlap theoretically. As
for separately defining expertise and global intelligence, some effort has
been made to define critical (cognitive) characteristics of expertise. The
problem concerning the nature of “g” discussed in the first part of the
present section remains unsolved, however.

criterion 2. The presumed relation between intellectual ability and problem-
solving competence must have a theoretical explanation. While an overall cor-
relation between global intelligence and expertise was not expected, Ceci
and Liker (1986a) state that “each of us possesses innate potentialities for
achievement in abstract reasoning, verbal analysis, creative expression,
quantification, visual-spatial organization, and so on” (Ceci & Liker, 1986a,
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p. 139) that are funneled into specific expressions of intelligence accord-
ing to experience and motivation. Thus, a more stringent test of the exis-
tence of independent context-specificmanifestations of intelligence would
have been to correlate prediction performance/complexity with (IQ) sub-
test scores. For example, itwouldbe interesting to seewhetherornotpeople
with different learning test scores differ regarding learning and transfer on
the stock market task.

criterion 3. The direction of the presumed causality must be demonstrated
empirically. Because a number of potential moderator variables, such as
age, years of experience, and preexisting knowledge have been taken into
account, the Ceci and Ruiz training study can be considered a first step
in demonstrating the lack of a causal relation between IQ and the acquisi-
tion of complex problem solving. Of course, methodological shortcomings
such as small sample size and possible floor effects regarding learning and
problem-solving performance demand replication of the study. Moreover,
the empiricallydemonstrated lackof aglobal IQeffect doesnot tell usmuch
about (a) whether more specific abilities would have had predictive value,
or (b) howmuch overlap in content is required for two “ability measures”
to be correlated.

Taken together, Ceci and colleagues have undertaken an impressive
attempt to demonstrate that expertise, defined as people’s ability to rea-
son complexly in one domain (i.e., race handicapping), is independent of
general intelligence. Expertise has been relatively clearly defined, and an
attempt has been made to study the cognitive processes involved in suc-
cessful performance by careful task analysis. Moreover, the training study
is the first attempt at assessing causality. However, as has been amply dis-
cussed above, correlating global intelligence with CEPS is not particularly
informative as to the exact nature of the intellectual abilities underlying
problem solving.

Task and Subject Properties Affecting Complex Explicit
Problem Solving

In light of the fact that all empirical attempts to causally relate intellec-
tual abilities (i.e., global intelligence and specific subcomponents of intelli-
gence) to complex problem-solving competence can be said to have failed
or produced null results, it seems only natural that researchers would turn
to a research question that more directly asks which abilities might under-
lie CEPS. That is, instead of correlating all conceivable intellectual abili-
ties with complex problem-solving competence, a more fruitful approach
might be to directly examine which ability may be needed to successfully
solve complex problems. This is the approach we turn to next.

Researchers interested in this approach often use mathematically well-
defined problems for which optimal interventions can be specified that



Is Problem Solving Related to Intellectual Ability? 105

can be compared with the interventions selected by problem solvers. The
general strategy relies on careful task analyses and tests hypotheses about
the intellectual processes and knowledge that are required for successful
problemsolvingby (a) systematicallyvaryingsystemvariables and/or task
instructions, and (b) assessing systemknowledge separately fromproblem-
solving performance. The specific processes and knowledge identified as
required for successful problem solving then, in a second step – such at
least is the idea – can be tied to intellectual abilities.

The general methodological approach has been to let participants ex-
plore some unknown system for a number of “trials” first, then to assess
their structural knowledge by means of a causal diagram analysis, and
subsequently to have them steer the system toward a specified target state
(i.e., have them control the system).

Semantic Embeddedness
Funke (1992a, 1992b) showed that semantic context can activate existing
knowledge and lead to a specification ofmodel parameters before learning
even starts. The author used an eight-variable dynamic ecological linear
equation system that was developed on the basis of expert knowledge.
The relations among the system variables largely corresponded to prob-
lem solvers’ a priori beliefs about the domain, as was demonstrated in
a pilot study, in which participants were asked to draw causal diagrams
without having interacted with the system. In the experiment, half of the
participants controlled the original system, whereas for the other half the
signs of two of the relations were reversed. This rather subtle modification
had detrimental effects on both system knowledge and problem-solving
performance.Regardingproblem-solvingperformance, Funke’s results ap-
pear to differ from Beckmann’s (1995), discussed above. Beckmann found
in the semantic (CHERRYTREE) condition (a) that problem solvers did
not tap into relevant prior system knowledge (as assessed by a diagram
analysis before interacting with the system), but (b) that problem-solving
performance was unaffected by the lack of an appropriate model.

Time Lag and Feedback Delay
A number of studies has been conducted that explore the effects of de-
layed feedback and time-lagged effects of inputs on problem-solving per-
formance. The general picture that emerges from this research seems to
be that feedback delay negatively affects structural knowledge as well as
problem-solving performance. For example, Brehmer andAllard (1991; for
a recent review on Brehmer’s work on feedback delay, see Brehmer, 1995),
using a rather complex FIRE FIGHTING6 scenario, found that feedback

6 In the fire-fighting scenario, fire-fighting units must be deployed in a way that allows
minimizing the number and the impact of unpredictably emerging fires.
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delay (reporting back of the fire fighting units) had a disastrous effect on
problem-solving performance: Virtually no improvement took place dur-
ing problem solving.

Likewise, Dörner and Preussler (1990), using a very simple predator-
prey system, found a negative effect of feedback delay on problem-solving
performance. Funke (1985), using a six-variable ecological system, demon-
strated a negative effect of time delay on structural knowledge, suggest-
ing that problem solvers do not develop any truly predictive model of
the system under delay conditions. It is surprising, however, that in the
Funke (1985) study, problem-solving performance was not affected as
much as was structural knowledge by feedback delay. Clearly, more work
is needed regarding the effects of feedback delay on structural knowl-
edge and problem-solving performance before valid statements can be
inferred.

Intervention vs. Observation
Funke andMüller (1988) hypothesized that active interactionwith a system
should be an important determinant of structural knowledge acquisition
and problem-solving performance because only active exploration allows
problem solvers to systematically test specific assumptions about the sys-
tem. In their experiment, the authors manipulated whether participants
were allowed to actively explore the SINUS system (a foreign planet linear
equation system containing semantic-free variable names) in the learning
phase, or had to simply observe the exploration behavior of an “experi-
mental twin.” The second (orthogonal) manipulation required half of the
participants to predict the next system state after each input. Funke and
Müller expected that prediction should lead to better models, and thus to
better problem-solving performance.

The path-analytic results only partially confirmed the hypotheses. Ac-
tive intervention was a significant predictor of problem-solving perfor-
mance but affected system knowledge negatively (see Berry, 1991, for a
similar dissociation). System knowledge, in addition, was a good predic-
tor of problem-solving performance, but in the path analysis, prediction
of the next system state had an unexpected negative effect on the quality
of system knowledge. It is possible that this latter negative effect was an
artifact of the path analysis, however, because the means for predictors’
and nonpredictors’ quality of knowledge scores were in the right direction
(see Funke, 1993). It is interesting that neither the quality of knowledge
nor the problem-solving performance of experimental twins who “saw”
the same problem states and transitions during the learning phase were
correlated, indicating a high degree of interindividual variability.

The impact of other system variables, such as the number of side effects,
autonomous growth or decline, connectivity of variables, and presentation
format (analog vs. numerical), has also been studied. On thewhole, studies
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manipulating task characteristics and assessing structural knowledge
independently from problem-solving performance show (a) that the qual-
ity of mental models of the task seems to affect problem-solving perfor-
mance, and (b) that subtle changes of task demands can affect knowledge
acquisition and problem-solving performance, whereby effects on system
knowledge do not always accompany effects on problem-solving perfor-
mance and vice versa. This suggests that the quality of structural knowl-
edge may not be the only determinant of problem-solving performance.

Strategies
Vollmeyer, Burns, andHolyoak (1996) argue that rule induction in the con-
text of complex problem solving is much like scientific reasoning. Based
on Klahr and Dunbar’s (1988; Simon & Lea, 1974) model of scientific rea-
soning and hypothesis testing, the authors reason that in order to acquire
structural knowledge in complex problem solving, problem solvers need
to search through two distinct problem spaces, namely, a hypothesis space
(rule space) and an experiment space (instance space). The latter contains
instances of encountered states and transitions as well as states predicted
by particular hypotheses. The search through instance space involves di-
rectly comparingagivenstate toagoal state.Thesearch throughhypothesis
space, on the other hand, consists of generating andmodifying hypotheses
about the structure of the system. These hypotheses and rules cannot be
tested directly against a goal state, however. Instead, hypotheses testing
requires problem solvers to internally set up “experiments” that generate
states in instance space. Setting up clever experiments, in turn, requires the
strategic ability to systematically vary system inputs.

Vollmeyer et al. (1996, first experiment) hypothesized that the strate-
gies problem solvers adopt during the exploration phase (involving an
eight-variable linear equation system simulating a BIOLOGY LAB with
various water quality variables influencing the reproduction of different
sea animals) should determine how much structural knowledge (again
assessed by causal diagram analysis) is acquired, which in turn should af-
fect problem-solving performance in the second phase of the experiment.
Problem solvers’ exploration strategies were classified according to their
systematicity. More systematic strategies (such as varying one variable
value at a time while holding the other constant) were assumed to lead
to better knowledge and performance than more unsystematic hypothesis
testing. As expected, Vollmeyer et al. found a significant effect of strat-
egy systematicity on structural knowledge and on problem-solving perfor-
mance, the latter effect being somewhat smaller (for comparable results, see
Putz-Osterloh, 1993). Moreover, structural knowledgewas correlatedwith
problem-solving performance. On thewhole, these results suggest that the
use of efficient hypothesis-testing strategies is indeed a requirement for
the acquisition of structural knowledge.
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Fritz and Funke (1988) compared pupils with minimal cerebral dys-
functions (MCD) and matched controls in terms of their problem-solving
performance on a six-variable ecosystem scenario. MCD subjects and con-
trols differed markedly in terms of the systematicity of the strategy they
employed. Surprisingly, however, the two groups did not differ with re-
gard to the resulting structural knowledge, nor did they differ in terms of
their problem-solving success.

On the whole, the attempt to better understand the relation between in-
tellectual ability and problem-solving competence by systematically vary-
ing task and subject characteristics has been quite successful in unearthing
awhole variety of variables that affect problem-solving competence. How-
ever, thus far, these variables have not been linked to underlying intellec-
tual abilities at all nor has it been possible to discover specific intellectual
abilities that might explain the obtained empirical relations.

Evaluation of Approach
criterion 1. Both the intellectual ability presumably underlying problem-

solving competence and problem-solving competence itself need to be explicitly
defined and must not overlap at theoretical and/or operational levels. In most
studies, causal diagram analysis has been used to assess the acquisition of
structural knowledge in the exploration phase, whereas problem-solving
performance has been defined in terms of a deviation from a specified goal
state in the system control phase. One might argue that these measures
are reasonably independent, as are the various other measures employed.
Also, in the Vollmeyer et al. (1996) study, strategies have been operational-
ized independently of structural knowledge and performance measures.
As for the theoretical overlap, one may object that it is a truism that one
needs structural knowledge in order to control a complex system. How-
ever, given the dissociations between the quality of structural knowledge
and problem-solving performance in some studies (e.g., Beckmann, 1995;
Funke &Müller, 1988; also see next section), we believe that it is an empir-
ical question worthy of pursuing.

It is somewhat disappointing that none of the studies reviewed in this
section reports any reliabilities. Thus,wehave someconcerns regarding the
reliability andvalidity of structural knowledge assessment, particularly for
semantically rich problems. As has been pointed out by Funke (1991; see
also Shanks & St. John, 1994), it may well be that problem solvers apply or
develop “incorrect” models that can nevertheless be useful for successful
problem solving within a restricted range of values.

criterion 2. The presumed relation between intellectual ability and problem-
solving competence must have a theoretical explanation. Funke’s approach is to
derive hypotheses aboutmental representations on the basis of formal task
analyses. As Buchner (1995) has argued, this approach is very similar to
early experimental work on deductive reasoning that rested heavily on
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the assumption that human deductive reasoning could best be described
and explained in close analogy to formal logic. While such an approach
demonstrates that system knowledge is a predictor of problem-solving
performance, and helps us to understand how certain task characteristics
constrain the process of knowledge acquisition, it does not tell us much
about the underlying abilities leading to adequate structural knowledge
and successful problem solving. As already mentioned earlier, knowledge
by itself is not an intellectual ability.

Things are somewhat different with regard to Vollmeyer’s approach,
however. In our view, Vollmeyer et al. (1996) were indeed able to identify
intellectual abilities involved in acquiringmentalmodels of a task. Itwould
be interesting to seewhether problem solverswho differ in terms of certain
cognitive characteristics (e.g., working memory capacity or learning abil-
ity) would also be able to learn and use systematic strategies to different
degrees (see Fritz & Funke, 1988, for a promising start on this particular
line of research).

criterion 3. The direction of the presumed causality must be demonstrated
empirically. The only causal influence that has been demonstrated thus far
is the link from task characteristics to structural knowledge. This assertion
holds also for the Vollmeyer et al. study (but see their Experiment 2, next
section), in which strategies have been identified in a post hoc manner. To
demonstrate a causal influence, experimentalmanipulation of strategy use
would be necessary, possibly in combinationwith between-group compar-
isons and training.

implicit problem solving

Some findings in the domains of artificial grammar learning, sequence
learning, and complex problem solving suggest that people acquire knowl-
edge that allows them to successfully solveproblems, although they are not
able to express their knowledge. Such findings have led some researchers
(e.g., Berry & Broadbent, 1984, 1987; Nissen & Bullemer, 1987; Reber, 1967,
1969) to propose independent learning systems, namely, explicit and im-
plicit learning. The former is thought to be based on deliberate hypothesis
testing, is selective with respect to what is being learned, and leads to con-
sciously accessible and verbalizable knowledge. Implicit learning,7 on the
other hand, has been characterized as involving “the unselective and pas-
sive aggregation of information about the co-occurrence of environmental
events and features” (Hayes & Broadbent, 1988, p. 251). Thus, it has been
assumed that implicit learning takes place irrespective of the intention
to learn, does not rely on hypothesis testing, and leads to implicit (tacit)

7 This is only one characterization of implicit learning. For a collection of definitions, see,
e.g., Frensch (1998).
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knowledge that cannot or can be only partially accessed. Furthermore, it
hasbeenargued (Reber,Walkenfield,&Hernstadt,1991; see alsoAnderson,
1998) that implicit learning shows less interindividual variability because
it is an evolutionary older, less variable, and more robust ability.

In this section, we review empirical findings concerning the existence
and the potential characteristics of such an implicit learning ability in the
domain of complex problem solving. To this end,we first describe the tasks
that are typicallyused in this typeof research.We thenhighlight someof the
results that have initially led researchers to propose two differing learning
mechanisms, aswell as research that relates implicit learning to intellectual
ability. Next, we turn to results that question the original assumptions,
and discuss alternative accounts of the main findings. Finally, we consider
factors that might mediate the acquisition of different (e.g., explicit and
implicit) types of knowledge.

The Tasks

The dynamic system most often used in the studies reported below con-
sists of a simple linear equation relating one input variable to an out-
put variable, also taking into account the previous output. In addition,
in most studies a random component is added on two thirds of the tri-
als, such that on these trials the system changes to a state one unit above
or below the state that would be correct according to the deterministic
equation. The system is frequently used in one or both of two semantic
versions: theSUGARFACTORYand theCOMPUTERPERSON.Whencon-
trolling the SUGAR FACTORY, problem solvers are required to reach and
maintain specified levels of sugar output by varying the number of work-
ers employed. In case of the COMPUTER PERSON, problem solvers enter
attitude adjectives (e.g., “friendly” or “polite”) from a fixed adjective set in
order to get the computer person todisplay a specifiedbehavior (e.g., “very
friendly”).

A second frequently used task is the CITY TRANSPORTATION system.
This task is similar to the linear equation systems described in the previ-
ous section in that two variables (free parking slots and number of people
taking the bus) need to be adjusted by varying two exogenous variables
(time schedule for buses and parking fee). In the majority of studies prob-
lem solvers are asked to control the system from the beginning (i.e., there
is no exploration phase). In addition, instructions and/or system features
are varied. After controlling the system for a while, problem solvers are
probed for their structural knowledge. This is usually done with the help
of multiple-choice questionnaires that require problem solvers to predict
outcomes, given a specified previous output and novel input. The exper-
imental approach thus differs from the standard procedure of the studies
discussed in the previous section in that (a) the systems are usually less
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complex in terms of the underlying variables and relations, (b) problem
solvers are typically not allowed to explore the system before they are
asked to reach specified target values, and (c) problem solvers are usually
not probed for their structural knowledge before they have completed the
experiment.

Empirical Evidence

Empirical evidence supporting the existence of two independent learning
systemsmainly comes from two types of dissociations, namely, (a) dissoci-
ations between problem-solving performance and questionnaire answers,
and (b) differential effects on problem-solving performance when systems
are controlled that are assumed to engage the different learning systems.

For instance, Berry and Broadbent (1984), using both the SUGAR
FACTORYand theCOMPUTERPERSONtask, found thatproblem-solving
performance improved with practice (two vs. one block of practice),
but that structural knowledge was unaffected. Furthermore, correlations
between problem-solving performance and knowledge tended to be
negative. In contrast, informing problem solvers about the principles of
the system after the first practice block improved structural knowledge
but did not affect performance. Again, no positive correlations between
problem-solving performance and knowledge emerged.

Berry and Broadbent (1987, 1988) demonstrated that this type of disso-
ciation critically depends on the salience of the relations among variables.
In their 1988 study, salience was manipulated by varying feedback de-
lay in the COMPUTER PERSON task. In the salient version, the output
depended on the input of the current trial. In contrast, in the nonsalient
version, the output was determined by the problem solver’s input on the
preceding trial. Berry and Broadbent assumed that nonsalient tasks would
induce implicit learning, whereas the easier salient task would be learned
explicitly. The authors reported that performance improved with prac-
tice for both task versions, although performance on the salient task was
generally better than on the nonsalient task. More interesting is that in-
structions to search for systematic relations between variables improved
performance for the group working on the salient task, but impaired per-
formance in the nonsalient group. Moreover, structural knowledge scores
were higher in the salient group than in the nonsalient group, and correla-
tions between knowledge and problem-solving performance tended to be
somewhat higher in the salient group (yet none of the correlations reached
significance).

The nature of the underlying relations also seems to affect the ability to
transfer knowledge to novel situations (Berry & Broadbent, 1988; Hayes &
Broadbent, 1988). Hayes and Broadbent found that a change of the equa-
tion after an initial learning phase impaired problem-solving performance
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in the nonsalient condition of the COMPUTER PERSON, but not in the
salient condition. More dramatic, however, is that this pattern of results
reversed when problem solvers worked under dual-task conditions (i.e.,
when they performed a concurrent random-letter generation task). That
is, when a secondary task had to be performed concurrently, relearning
was impaired in the salient, but not in the nonsalient condition. Based on
these and similar results, Berry and Broadbent concluded that two inde-
pendent learning systems exist, and that the unselective and unintentional
implicit-learning mechanism is particularly well suited to dealing with
highly complex situations in which deliberate hypothesis testing has little
chance to be successful.

Implicit Learning and Intellectual Ability

If indeed an unintentional implicit-learning mechanism exists that might
affect complex problem-solving performance, then it is at least conceivable
that the efficiency with which this mechanism operates might be related to
intellectual ability (e.g., IQ). In short, implicit learning might be related to
intellectual ability. Unfortunately, there do not seem to exist any empirical
studies that have explored this potential relation directly. However, there
exist at least two studies that have explored the relation in a somewhat
indirect manner.

Reber et al. (1991), for example, compared participants’ performance on
an “explicit” letter series completion task (i.e., requiring an explicit search
for underlying rules) with implicit learning (i.e., a well-formedness judg-
ment) following an artificial grammar learning task. During the learning
phase of the artificial grammar learning task, participants were instructed
to memorize letter strings produced by a finite state grammar. They were
informed about the existence of rules underlying the strings only after the
learning phase had ended, that is, before the test phase took place. During
the test phase, participants were asked to judgewhether a given string cor-
responded to the rules or not (i.e., well-formedness task). To ensure a com-
mon metric for the series completion task and the well-formedness task,
performance on the series completion task was assessed via two-choice
response alternatives. In addition, participants were required to explain
their choices.

Reber et al. found relatively small individual differences on the well-
formedness task as compared with much larger individual differences on
the series completion task. This result could be corroborated by a reanalysis
of former studies (e.g., Reber, 1976) in which implicit versus explicit learn-
ing was manipulated by varying the instruction for the artificial grammar
task.

More to the point and much more interesting (although perhaps little
surprising given that variance was lower in the implicit task) was the fact
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that Reber et al. (1991) could show that participants’ WAIS scores corre-
lated strongly with performance on the series completion task (r = .69),
but only weakly and nonsignificantly with performance on the well-
formedness task (r = .25). Thus, implicit learning did not correlate sig-
nificantly with IQ.

A similar result was obtained by Zacks, Hasher, and Sanft (1982), who
reported no differences in frequency encoding (an implicit-learning type
test) between students from a university with median Scholastic Aptitude
Test (SAT) scores of 610 and those from a school with median SAT scores
of 471.

Although the implicit-learning task used by Reber and colleagues can-
not be considered a complex problem-solving task, the null findings are
nevertheless interesting because they point to the possibility that implicit
and explicit problem-solving competence might rely on different intellec-
tual abilities. Clearly, much research is needed in this particular area to
explore the relation between cognitive abilities, on the one hand, and com-
plex problem solving under different task conditions and instructions, on
the other hand.

Doubts and Alternative Accounts

Unfortunately, not all researchers have empirically obtained such clear-
cutdissociationsbetweenproblem-solvingperformance andquestionnaire
answers supporting the existence of two independent learning systems
as have Berry and Broadbent (1987, 1988), nor do all researchers agree
with Berry andBroadbent’s interpretation. For example, Green and Shanks
(1993), in an attempt to replicate Hayes and Broadbent (1988), found that
problem solvers in the salient and nonsalient conditionswere similarly im-
paired by an equation reversal (transfer), as well as by an equation change
under dual-task conditions. Moreover, under dual-task conditions, initial
learning was better in the salient than in the nonsalient group. Green and
Shanks concluded that feedback delay may simply influence task difficulty
and hence the amount of knowledge acquired, instead of tapping into two
functionally distinct learning systems.When problem solvers who learned
nothing or very little during the initial learning phase were included in the
analysis, Green and Shanks found that performance of nonlearners in the
nonsalient/dual-task condition improved after the equation change.How-
ever, Berry andBroadbent (1995) reanalyzed theHayes andBroadbent data
and could not confirm this latter pattern in their data analysis. Instead, they
raised thepossibility that differences in instructions8mayhave contributed
to these obviously contradictory results.

8 Green andShanks’s (1993) instructions to both the salient and thenonsalient group included
a search instruction similar to that used by Berry and Broadbent (1988).
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Other studies, using slightly different manipulations and/or different
indicators of verbalizable knowledge, also failed to find dissociations.
For example, Stanley, Mathews, Buss, and Kotler-Cope (1989), who used
both the original SUGAR FACTORY and the COMPUTER PERSON task,
found that informing problem solvers about the underlying principles of
the system did improve their performance relative to controls, which had
not been the case in the Berry and Broadbent (1984) study. It is interesting,
however, that other types of instructions, such as a memorization instruc-
tion (consisting of concrete examples), a simple heuristic instruction (e.g.,
“always select the response level half-way between the current produc-
tion level and the target level”), or a pooled transcript of skilled problem
solvers’ explanations, all led to similar performance improvements, as did
the “principles” instruction, suggesting that different kinds of strategies
may lead to comparable levels of performance. Their explanation condition
wasderived fromadifferent experiment, inwhicha separategroupofprob-
lem solvers was asked to provide instructions on how to deal with the sys-
tem after each block of practice. The informativeness of these instructions
was assessed by the performance of yoked subjects requested to follow
the transcribed instructions. Stanley et al.’s original learners’ performance
improved well before they were able to provide helpful instructions. This
suggests that performance improves before helpful verbalizable knowl-
edge emerges and that extended practice is needed to develop verbalizable
structural knowledge (for a similar view, see Squire & Frambach, 1990).

On the other hand, Sanderson (1989) argued that high levels of prac-
tice might be necessary for verbal knowledge to show up because par-
tially incorrect mental models that are induced by the semantic context
need to be overcome. Sanderson, using mental model analysis techniques
and questionnaires to assess verbal knowledge, found that verbalizable
knowledgewas associatedwith problem-solvingperformance on theCITY
TRANSPORTATION system, and that changes inmental models preceded
questionnaire improvement and accompanied performance improvement.
However, the association between verbalizable knowledge and perfor-
mance depended on the task demands. More specifically, the dissociation
showed only after much practice when the solution space was enlarged by
requiring problem solvers to enter decimal values instead of integer val-
ues. Sanderson argued that enlarging the problem spacemight render rule
induction strategies more advantageous.

Results such as these have led researchers to doubt the existence of two
truly independent and possibly antagonistic learning systems, and instead
to focus more on describing the nature of the knowledge that is acquired
andusedunder certain taskdemands, and todevisemore refinedmeasures
of verbalizable knowledge.

Most researchers (e.g., Berry & Broadbent, 1988; Buchner, Funke, &
Berry, 1995; Dienes & Fahey, 1995, 1998; Stanley et al., 1989) now seem
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to agree that complete and adequate structural knowledge (i.e., rule-based
mentalmodels) is not a necessary condition for successful problem solving
in complex systems. Rather, in some conditions, problem solving may be
predominantly memory-based.

For instance, Dienes and Fahey (1995), using a posttask prediction ques-
tionnaire that required problem solvers to determine the required input for
unrelated new situations or old situations under a given target level with-
out receiving feedback, demonstrated that problem solvers are better at
answering posttask prediction questions consisting of old situations they
have encountered when controlling the original SUGAR FACTORY or the
nonsalient version of the COMPUTER PERSON task (especially those sit-
uations on which they have been correct) than answering questions that
consist of novel situations. However, problem solvers who performed in
the salient COMPUTER PERSON condition were also able to correctly an-
swer novel-situation questions. Dienes and Fahey therefore concluded that
problem solvers control nonsalient systems by retrieving old similar situ-
ations instead of by predicting subsequent states on the basis of abstract
rules. In contrast, problem solvers in the salient condition may abstract
rules that enabled them to successfully predict in novel situations.

Buchner et al. (1995) provided a similar account of the dissociation be-
tween problem-solving performance and performance on the traditional
prediction task. The authors reasoned that good problem solvers (partic-
ipants with many trials on target) experience fewer system transitions
(situations) than do poor problem solvers who experience more specific
situations, and are thus more likely to correctly answer more questions
on the posttask questionnaire. As expected, Buchner et al. found that the
number of trials necessary to “move” the system to a specified target state
was negatively correlated with trials on targets, but was positively corre-
lated with questionnaire performance. However, this correlational pattern
emerged only when problem solvers had to reach one and the same target
state in successive blocks.When problem solvers had to adjust the SUGAR
FACTORY to a different target state in successive blocks and thus experi-
enced a large number of different situations, then performance as well as
questionnaire answeringdeteriorated. Furthermore, both problem-solving
performance and prediction ability correlated negatively with the number
of encountered state transitions. These results point to the possibility that
under varied target conditions, reliance on a memory-based performance
strategy is not effective, leading to a rule search strategy for some prob-
lem solvers. As pointed out by Sanderson (1989, see above), changes in
learning-based mental models show up in questionnaire raw scores only
after extended practice.

The studies reviewed thus far indicate that task demands and, possibly,
strategies determine what is learned and how flexibly the acquired knowl-
edge can be transferred to novel situations.
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Vollmeyer et al. (1996) and Geddes and Stevenson (1997) investigated
in more detail the mediating role of strategies adopted under different task
demands. Vollmeyer et al. (1996) had their participants work on the linear
equation systemBIOLOGYLABdescribed in the previous section for three
practicephases. In afirst phase, participantswere told to explore the system
and to learn as much about it as possible, either under a nonspecific-goal
condition (see previous section) or under a specific-goal condition inwhich
they had to reach specific target states on several variables. Half of the
participants in both groups were, in addition, instructed on how to use the
optimal systematic strategy of varying only one variable at a time while
holding the other variables constant.

When the exploration phase had been completed, system knowl-
edge was assessed via causal diagram analysis. Based on Sweller’s (e.g.,
Mawer & Sweller, 1982; Sweller, 1983, 1988) findings of impoverished rule
knowledge in problem solvers who work under specific-goal instructions,
Vollmeyer et al. expected that participants in the specific-goal condition
would use a difference reduction strategy (i.e., reducing the distance be-
tween current state and goal state) and predominantly search instance
space (Klahr & Dunbar, 1988; Simon & Lea, 1974; see previous section),
leading to poor abstract system knowledge. In contrast, participants in the
unspecific-goal condition do not have a specific target state forwhich a dif-
ference reduction strategywould be effective. Accordingly, Vollmeyer et al.
expected participants in the nonspecific-goal condition to also search rule
spaceand toproceedbyhypothesis testing.This in turn should lead toabet-
terunderstandingof the rulesunderlying systembehavior, at least for those
participantsusing systematic hypothesis-testing strategies.Vollmeyer et al.
hypothesized that both groups of participants would be able to control the
system in a subsequent experimental phase (phase 2)with comparable suc-
cess in which the target states were the same as those given to the specific-
goal group in the exploration phase. However, because knowledge in the
specific-goal group should be tied to the goal participants hadworkedwith
in the exploration phase, the specific-goal group was expected to perform
worse when transferred to a novel goal state (phase 3). The nonspecific-
goal participants, on the other hand, should be able to use their system
knowledge to perform reasonably well on the transfer task. After finishing
the control task, all participants received a prediction task that was similar
to that used by Berry and colleagues.

The results can be summarized as follows: (a) Exploring the system
with an unspecific goal led to significantly better structural knowledge
(causal diagram and prediction); (b) nonspecific-goal and specific-goal
participants performed comparably well when controlling the system in
the second phase, but (c) only nonspecific-goal participants were able to
keep performance at a high level when the goal state was changed. Perfor-
mance of the specific-goal group deteriorated considerably in the transfer
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phase; (d) both initial problem-solving performance and transfer aswell as
structural knowledge were affected by the strategy instruction, whereby
separate strategy analyses show that instructed specific-goal participants
tended to switch to a difference reduction strategy in the course of the ex-
ploration phase, whereas the nonspecific-goal participants benefited from
the strategy instruction and stayed with their strategy throughout the ex-
ploration phase. These results illustrate that strategies are powerfulmedia-
tors of what is learned under different task demands, and that comparable
performance in some conditions (i.e., phase 2) may be achieved by differ-
ent types of knowledge, namely, rule knowledge versus knowledge about
specific transitions (see also Stanley et al., 1989).

Geddes and Stevenson (1997), following a line of reasoning similar to
that of Vollmeyer et al., investigated the influence of goal specificity on in-
stance versus rule learningusing the nonsalient version of theCOMPUTER
PERSON task. In their study, there were three groups of participants:
(1) those who explored the system without a specific goal (nonspecific-
goal group working under search instruction), (2) a group with a specific
goal but without the instruction to discover underlying rules (specific-goal
group), and (3) a group with both a search instruction and a specific goal
(dual group). All participants were then given a goal state different from
that of the specific goal groups in the exploration phase (i.e., a transfer
test in Vollmeyer et al.’s sense) before they were asked to answer post-
task prediction questions of the kind used by Dienes and Fahey (1995, see
above).

Transfer performance was best in the nonspecific-goal group, second
best in the specific-goal group, and worst in the dual group. Moreover,
participants in the specific-goal group and the dual group were better at
predicting old thannovel situations on theposttask questionnaire,whereas
the nonspecific-goal group also correctly predicted novel situations, indi-
cating that only the nonspecific-goal group acquired abstract rule knowl-
edge.

In addition, the quality of performance correlatedwith prediction scores
only in the nonspecific-goal group, suggesting that they could use their
knowledge to control the system. It is interesting, however, that the dual
group was even worse than the specific-goal group on the prediction task
in that the dual group could master only old correct situations (see Dienes
& Fahey, 1995), whereas the specific-goal group was good at predicting
previously correct as well as incorrect situations.

Geddes and Stevenson interpret this result as indicating that problem
solvers in the specific-goal condition might have engaged in some sort
of goal-oriented hypotheses testing. However, because strategies have
not been assessed directly, this conclusion is rather speculative. Whereas
Geddes and Stevenson replicated the Vollmeyer et al. result that specific-
goal groups are impaired on transfer tests involving novel goal states,
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a study by Haider (1992) also showed that the purely specific-goal and
purely nonspecific-goal problem solvers do not necessarily differ when re-
quired to adjust the system to the “old” goal state. In her study, too, system
knowledgewas correlatedwith performance in the nonspecific-goal group
only.

Taken together, these studies provide convincing illustrations of how
task demands determine the way problem solvers approach a complex
problem-solving taskandwhat they learnwhile controlling the system.The
studies do not, however, address the issue of whether and how problem
solvers become aware of underlying rules when salient rules are used
(e.g., Dienes & Fahey, 1995), when solution space is enlarged (e.g., Buchner
et al., 1995; Sanderson, 1989), and/or after extended periods of practice
(e.g., Sanderson, 1989; Stanley et al., 1989).

What are the implications of all this with regard to the effect of intellec-
tual ability on complex problem-solving competence? We believe that the
studies discussed do not provide firm evidence in support of two func-
tionally dissociable learning systems, one being selective and intentional,
resulting in explicit verbalizable knowledge, the other being passive, un-
conscious and leading to nonverbalizable knowledge. Rather, we agree
with Whittlesea (e.g., Whittlesea & Dorken, 1993; Wright & Whittlesea,
1998) that people simply adapt to task demands and that learning is a con-
sequence of the processing engaged in when trying to meet task demands.
As Wright and Whittlesea propose, this may have little to do with uncon-
sciousness about what is being learned (but see Dienes & Fahey, 1998):

We claim that people directly acquire information only about those
stimulus aspects they are required to process, under the demands
of the task, but in doing so acquire the potential to respond along
unanticipated dimensions. They are learningwithout awareness, but
without awareness of the consequences of their current behavior, not
of what they are currently learning, or their current intentions, or the
demands under which they learn. They have learned something that
makes them sensitive to implicit properties, but to call that “implicit
learning” is parallel to referring to the act of winning a lottery as
“implicit spending.” (Wright & Whittlesea, 1998, p. 418)

We do not mean to say, however, that the processing, and hence the
required intellectual abilities, are identical under different task conditions
and instructions. Rather, we believe that the strategies employed to meet
particular task demands play a major role with respect to what is learned
and how flexibly this knowledge can be applied to novel situations. Fur-
thermore, different strategies may be associated with different levels of
interindividual variability, as was demonstrated by Reber et al. (1991) in
the study discussed above in which problem solvers’ performance on an
“explicit” letter series completion taskwascomparedwith implicit learning



Is Problem Solving Related to Intellectual Ability? 119

on a different implicit learning task (artificial grammar learning). Reber et
al. were able to show that series completion, but not implicit learning, was
associated with global intelligence.

While goal specificity has been shown to be associated with different
strategies, the role of semantic context (and, consequently, of activated
prior knowledge), as well as of salience of underlying rules and practice,
needs to be investigated further, possibly using mental model analysis
techniques (e.g., Sanderson, 1989) andmore refined assessments of verbal-
izable knowledge (e.g., Dienes & Fahey, 1995).

Evaluation of Approach
criterion 1. Both the intellectual ability presumably underlying problem-

solving competence and problem-solving competence itself need to be explicitly
defined and must not overlap at theoretical and/or operational levels. In most
studies, structural knowledge has been assessed separately from problem-
solving performance. However, using more sensitive measures of explicit
knowledge (e.g., Dienes & Fahey, 1995) also renders the prediction task
more similar to the problem-solving task. Especially when subjects are
asked to predict old situations, the two tests can be regarded as overlap-
ping, although the format of the tasks differs. Nevertheless, the systematic
use of prediction tasks has led to insights about the flexibility of the appli-
cation of acquired knowledge (i.e., whether knowledge can be transferred
to novel situations), thus theoretically justifying this type of explicit test.
Also, the mental model analysis techniques used by Sanderson (1989) are
promising and appear to have little empirical overlap with the problem-
solving task.Concerning theoretical independence, the concepts of implicit
and explicit learning have been defined independently of each other; thus,
one may argue that – at least according to the original assumptions – no
theoretical overlap exists.

Unfortunately, none of the studies reviewed in the present section re-
ports any reliabilities, neither for performance indicators nor for the ques-
tionnaires. Given the assumptions regarding the nature of the two learning
mechanisms and the evidence regarding changes in learning/knowledge
with practice, it would not make much sense to assess retest reliability.
There is indirect evidence, however, that parallel-test reliability may not
be very high. For example, several researchers (e.g., Stanley et al., 1989)
have reported that problem solvers were better at controlling the COM-
PUTER PERSON than the SUGAR FACTORY task, although the structure
of the two tasks is identical. This again points to the impact of semantic
embedding and of prior knowledge that is brought to the task, which may
differ across individuals and domains.

criterion 2. The presumed relation between intellectual ability and problem-
solving competence must have a theoretical explanation. The proposal that
an implicit learning mechanism might contribute to complex problem
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solving and is functionally dissociable from explicit learning is an exciting
one because most work on abilities and individual differences has
exclusively concentrated on explicit/conscious cognition. Unfortunately,
however, convincing evidence for truly independent learningmechanisms
does not exist. Rather, recent work on task demands and strategy use sug-
gests that what differs is not learning per se, but the processing of study
episodes when working with particular systems. It may well be the case
that different strategies are associated with different levels of interindivid-
ual variability (e.g., Reber et al., 1991) and that the processing induced by
different task demands correlates with different subtests of traditional in-
telligence tests and/or learning tests. Clearly, better definitions of critical
task-related concepts such as “salience” and more thorough accounts of
which processing requirements and abilities are afforded by certain task
characteristics are needed in order to gain a better understanding of the
abilities underlying implicit complex problem solving. Vollmeyer et al.’s
as well as Geddes and Stevenson’s work on strategies can be regarded as
a first step in the right direction.

criterion 3. The direction of the presumed causality must be demonstrated
empirically. Evidence for a causal influence of an implicit learning mech-
anism on complex problem solving is weak. However, some work (e.g.,
Geddes & Stevenson, 1997; Stanley et al., 1989; Vollmeyer et al., 1996) sug-
gests that task demands encourage use of particular strategies, which in
turn affect what is being learned. Particularly noteworthy in this regard is
the study by Vollmeyer et al., who directly manipulated strategy use. Of
course, more work including experimental strategy induction as well as
training, in combinationwith between groupdesigns, is necessary to gain a
more complete understanding of strategic abilities. In addition, these stud-
ies should address the issues of (a) semantic embeddedness and its influ-
ence on thementalmodels problem solvers bring to the task, and (b) factors
that lead topotential strategy shifts in the course of practice (e.g., chunking)
or when working with enlarged solution spaces.

summary and conclusions

Themaingoal of thepresent chapterwas todiscuss towhat extent, if indeed
at all, differences in complex problem-solving competence can be traced
to differences in an individual’s intellectual ability. In the first section of
the chapter we provided definitions of complex problem solving and of in-
tellectual ability and described what it means to state that an individual’s
problem-solving competence is due to intellectual ability. In the second
and third sections, we evaluated much of the empirical work that relates
complex problem-solving competence to somemeasure of intellectual abil-
ity with regard to three evaluation criteria. Two forms of problem solving
were distinguished. In the second section, we focused on explicit problem
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solving, that is, problem solving that is controlled by a problem solver’s
intentions. In the third section, our focuswas on implicit, that is, automatic
or nonconscious complex problem solving.

Our two main conclusions are as follows: First, there exists no con-
vincing empirical evidence that would support a causal relation between
any intellectual ability, on the one hand, and complex explicit or implicit
problem-solving competence, on the other hand. It is important to em-
phasize, again, that this conclusion is one that is based on a lack of evi-
dence, not necessarily a lack of theoretical relation. That is, we do not deny
the possibility that a causal relation between intellectual ability and com-
plex problem-solving competence might exist; we argue only that there
exists no convincing empirical evidence as yet that would support such a
relation.

The conclusion has two important consequences. First, because the in-
tellectual abilities investigated thus far are much too coarse, general, and
abstract to allow a prediction of interindividual differences in complex
problem-solving competence, what is clearly needed in future research
is a focus on much more specific and narrow intellectual abilities (e.g.,
working-memory capacity) that more closely capture the cognitive sys-
tem’s architecture and functioning.

Second, from the empirical evidence that is currently available it ap-
pears that the relation between intellectual ability and complex problem-
solving performancemight bemoderated by a complex interaction among
subjects, tasks, and situations. With restricted range in subjects, the empir-
ically obtained correlations attenuate. With unreliable measurement, the
correlations attenuate. With certain kinds of problem-solving tasks, the
correlations attenuate. Thus, the future task may be to find not whether
there is a correlation, but when.

Our second main conclusion is that there does, however, exist good
evidence that differences in complex problem-solving competence, both
explicit and implicit, are tied to differences in task knowledge and strategy.
Whether or not differences in strategy and in the structure and acquisition
of task knowledgemay, in turn, be due to differences in specific intellectual
abilities is, as yet, an open empirical question.
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Creativity: A Source of Difficulty in Problem Solving

Todd I. Lubart and Christophe Mouchiroud

Many problems can be solved by accessing stored knowledge or by ap-
plying pre-established, “algorithmic” procedures to reach a solution. Such
problems are the bread and butter of problem solving; from kindergarten
to the university, students accumulate a great deal of experiencewith these
“canned” problems. Difficulties arise, however, when people need to solve
problems that do not fit the mold, that require some innovative thinking.
Guilford (1967) proposed that “real” problem solving involved actively
seeking, constructing new ideas that fit with constraints imposed by a task
or more generally by the environment. In other words, in most instances
“real” problem solving involves creative thinking (see Mayer, 1983). One
well-known example of an unpredictable yet vital problem thatwas solved
successfully is illustrated by the epic return flight of the Apollo 13 space
mission (King, 1997). Preserving the lives of the crew members required a
cascade of operations, each involving creative thinking, as the explosion
of the ship’s main oxygen supply was not the kind of problem that the
flight crew expected to encounter, and thus they had no specific training,
no preestablished procedure to follow.

necessity is the mother of invention

The world in which we live can be characterized as a rapidly evolving,
technology- and information-oriented one inwhich creative problem solv-
ing skills are increasingly valued (Sternberg & Lubart, 1996). According
to some theorists, such as Romer (1994), future economic growth will be
driven by innovative products and services that respond to societal needs
and problems rather than by providing established products and services
more efficiently (see Getz & Lubart, 2001).

We would argue, therefore, that “real” problem solving as opposed to
“canned” problem solving is a topic of growing interest. A “problem” can
be conceived broadly as encompassing any task that an individual seeks
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to accomplish in which one’s goal state is not equal to one’s current state.
Thus, scientists who seek to understand a complex phenomenon, artists
who seek to express an idea, and people who seek to solve conflicts in their
everyday lives can all be considered to be engaged in problem solving (see
Runco & Dow, 1999).

Finding solutions to “real” problems – new ideas that fit with task con-
straints – is difficult for two main reasons. First, a diverse set of cognitive
and conative factors is necessary. Second, in order to be effective, these
abilities and traits must be called into play at appropriate points in the
problem-solving process.We consider each of these points. Finally, we dis-
cuss a rather different (and even opposite) point of view on the relation
between problem solving and creativity.

cognitive and conative factors for creative thought

During the last twenty years, a multivariate approach to creativity has
developed. In this perspective, creativity requires a particular combina-
tion of cognitive and conative factors whose expression is influenced by
environmental conditions. The nature of the proposed factors and their
interaction varies according to different theorists (see Feldhusen, 1995;
Lubart, 1999a, 2000–2001; Runco, Nemiro, & Walberg, 1998). For exam-
ple, Amabile (1996) proposed a componential model in which creativ-
ity stems from domain-relevant skills (e.g., knowledge, technical skills),
creativity-relevant skills (e.g., ability to breakmental set, heuristics for idea
generation, and conducive work style), and task motivation (interest and
commitment to the task). Feldman, Csikszentmihalyi, and Gardner (1994;
Csikszentmihalyi, 1988, 1999) advanced a systems approach that focuses
on interactions between individuals (with their cognitive and conative fac-
tors), domains (culturally defined bodies of knowledge), and fields (e.g.,
people who control or influence a domain by evaluating and selecting
novel ideas). Other proposals include Woodman and Schoenfeldt’s (1990)
interactionist model and Runco and Chand’s (1995) two-tier componen-
tial model. We base our presentation on Sternberg and Lubart’s (1991,
1995) multivariate model, which proposes that creativity draws on spe-
cific aspects of intelligence, knowledge, cognitive styles, personality, and
motivation operating within an environmental context.

From a cognitive point of view, certain information-processing abil-
ities are particularly important (Sternberg & O’Hara, 1999), but one’s
knowledge base and cognitive styles also play a role (see Cropley, 1999;
Finke, Ward, & Smith, 1992; Mumford, Baughman, Maher, Costanza, &
Supinski, 1997; Mumford, Supinski, Baughman, Costanza, & Threlfall,
1997; Ward, Smith, & Finke, 1999). For example, the intellectual abilities
considered as essential consist of identifying the problem to be solved, re-
defining it, noticing in the environment information in connectionwith the
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problem (broad attention [Kasof, 1997] and selective encoding [Davidson
& Sternberg, 1984]), observing similarities between different fields that
clarify the problem (analogy, metaphor, selective comparison [Davidson&
Sternberg,1984; Sternberg&Davidson,1995]), combiningvariouselements
of information that, joined together, will form a new idea (e.g., selective
combination [Davidson & Sternberg, 1984; Sternberg & Davidson, 1995],
Janusian thinking [Rothenberg, 1996]), generating several alternative ideas
(divergent thinking), and evaluating one’s progress toward the solution of
the problem. These capacities thus concern at the same time synthetic intel-
ligence and analytic intelligence (Sternberg, 1985). One can also note that
practical or social intelligence plays a role in the presentation of an idea in
a form that will be accepted by one’s audience.

The relationship between knowledge and creative problem solving is
not as simple as it may seem at first glance (Weisberg, 1999). On the one
hand, knowledge relevant to a problem is the raw material on which in-
tellectual processes operate. According to many authors, a certain level
of knowledge is required to be creative. Knowledge allows the compre-
hension of a problem and assures that already existing ideas will not be
reinvented. In addition, knowledge helps one to profit from events ob-
served by chance and to focus on new aspects of a task because the basics
of the task are mastered and perhaps automatized. On the other hand,
sometimes knowledge can have negative effects on creative thought. In
a historiometric study of eminent creators, the level of formal education
was found to have an inverted-U relation with creativity (Simonton, 1984).
Several studies on expertise show that a high level of knowledge is some-
times associated with mental rigidity in the use of this knowledge. For
example, Frensch and Sternberg (1989) found that experts in the game of
bridge adapted less well than novices when key rules for bidding on cards
were changed. Similarly, novices outperformed expert accountants when
new information on tax laws modified how to handle standard deduc-
tions (Marchant, Robinson, Anderson, & Schadewald, 1991). Finally,Wiley
(1998) examined how knowledge about a topic can influence idea genera-
tion, causing set effects and fixation on readily available but inappropriate
information; in a series of studies, people with high and low knowledge
levels about baseball solved remote associate problems (Mednick, 1962),
in which one seeks a concept that relates to three given terms (blue, knife,
cottage; the response is “cheese”). Certain misleading items used some
baseball terms but the response was not related to baseball (e.g., plate, bro-
ken, shot; response= glass, incorrect baseball-guided association= home).
Wiley (1998) found that these items were especially difficult (in terms of
correct responses and response latency) forpeoplewith ahigh level of base-
ball knowledge compared with those without much baseball knowledge.
The remote associate task has often been regarded as creativity-relevant;
it involves generating associations and selectively combining information.
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Taken together, the results of studies on expertise suggest that high levels
of domain knowledge can sometimes bias problem solving, limiting the
search space to readily available ideas. The paradox is that this internally
generated knowledge set effect is often efficient because many problems
can be solved with “canned” knowledge. One of the hallmarks of creative
problems, however, is that they tend to involve breaking away from what
already exists.

Research on cognitive styles – individual differences in preferences for
perceiving, organizing, and processing information – suggests that certain
stylesmay facilitate creative problem solvingmore than others (Martinsen,
1995, 1997; Martinsen & Kaufmann, 1999). For example, work based on
Jung’s typology suggests that a preference for an intuitive style (internally
oriented information search based often on memory, emotions, idiosyn-
cratic experiences) will be conducive to creativity compared with a “sens-
ing” style (which focuses on information gathered externally with the five
senses). A number of studies on samples of artists, scientists, architects,
and others show that preference for the intuitive style (measured by the
Myers-Briggs Type Indicator, a self-report questionnaire) is positively cor-
related with measures of creative performance. In our own research with
adults from the community and university student samples, we found also
that intuitive style measured by the MBTI and by a set of hypothetical sce-
narios (which allowed for “intuitive” or “logical reason–based” modes of
information seeking) was correlated positively with creativity in a range
of tasks (e.g., story writing, drawing; Lubart & Sternberg, 1995; Raidl &
Lubart, 2000–2001).

In addition to the possibility of certain creativity-relevant cognitive
styles, some recent work suggests that individuals who can switch eas-
ily from one style to another or those without strong style preferences are
the most creative. For example, Sternberg (1997) discusses a “global style”
that characterizes people who prefer to concentrate on the general aspects
of a task, and a “local style” that describes those who prefer to focus their
thought on thedetails of the task. Both styles are hypothesized toplay a role
infindingcreative solutions (Sternberg&Lubart,1991,1995); the initial part
of the creative process involves working on the problem as a whole, and in
later phases of creative work, attention to details is necessary to produce
an elaborated and efficient solution. Thus, having balanced preferences for
the global-local styles may be best for creativity. With regard to other style
dimensions, Noppe (1996) examined the field dependence-independence
styles (Witkin, Dyk, Faterson, Goodenough, and Karp, 1962) and found
that subjects who could adapt to the task demands were more creative
than subjects with fixed style preferences. In a similar vein, Guastello,
Shissler, Driscoll, and Hyde (1998) measured eight creativity-relevant cog-
nitive styles (e.g., dreamer, synthesizer, modifier, critic, planner). Based on
biographical self-reports of creative activities, they found that people who
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identified themselves as using several styles tended to be more creative
than those that reported preferences for a single style.

With regard to conative factors that play a key role in creative prob-
lem solving, we focus on personality traits and motivation. During the
past fifty years, numerous studies have sought to identify a set of traits
that distinguish highly creative people from those who show relatively
little creativity. In these studies, either contrasted groups (high vs. low
creativity) are formed and mean differences in personality are examined
or correlations are calculated for an entire sample of people assessed on
measures of personality and creativity. MacKinnon (1962) conducted one
of the landmark studies in this area; he compared the personality traits of
three groups of architects: (a) peer-nominated highly creative architects,
(b) competent architects who were not nominated for creativity but were
matched closely to the creative ones on diverse criteria, and (c) “average”
architects. The results showed that creative architects were more assertive,
independent, individualistic, nonconformist, and spontaneous and lower
on socialization (e.g., self-control, good impression) than their less creative
peers. Dudek and Hall (1991) conducted a follow-up study of the same
architects twenty-five years after the original study, in which 70 of the 83
surviving architects participated. They found that, in general, the differ-
ences in personality profiles and creativity (overall career achievement)
still existed, suggesting long-term stability of links between certain traits
and creativity.

Several authors have provided conceptual reviews of the personality-
creativity literature, suggesting a set of traits that is important for creative
work across disciplines (Barron & Harrington, 1981; Dellas & Gaier, 1970;
Mumford &Gustafson, 1988; Sternberg & Lubart, 1995). Traits such as risk
taking, individuality, openness to new experiences, perseverance (to over-
come obstacles during creative work), and tolerance of ambiguity (coping
with uncertainty and avoiding a premature, nonoptimal solution) have
often been highlighted.

In our own work concerning an investment approach to creativity, we
developed the idea that creative people must “defy the crowd” and take
risks on advancing new ideas that have potential but may ultimately fail
(Sternberg & Lubart, 1995). Most people are risk-averse, which limits their
creative potential. In one of our studies, we evaluated the link between
risk taking and creativity, having participants complete domain-specific
measures of risk taking and creativity tasks in artistic and literary domains
(Lubart & Sternberg, 1995). In particular, risk taking was measured by a
questionnaire of hypothetical scenarios as well as by other methods. In the
questionnaire we asked participants to indicate how they would proceed
in situations in which a proposed behavior involved risk. The risk-taking
situations concerned artistic activities, literary activities and everyday life
situations. Creativity was measured by two tasks, one artistic (producing
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drawings) and the other literary (producing short stories); the creativity
of the productions was evaluated by 15 peer judges. The results showed
a significant correlation (r = 0.39) between the tendency to take risks in
the artistic field and artistic creativity. In contrast, risk taking in literary
situations and everyday life situations was not related to artistic creativ-
ity, indicating a specificity in the link between taking risk and creativity.
For the story-writing task, the stories of participants having a high level
of risk taking in the literary field were significantly less conventional than
those of participants having a low level of risk taking (but the creativ-
ity of the stories was not significantly related to literary risk taking, be-
cause of some stories that went against popular political opinions or social
mores).

Recently, Feist (1998, 1999) conducted the first quantitative meta-
analysis of empirical studies of personality and creativity, focusing on sci-
entific and artistic domains. This work examined effect sizes in 95 samples
totaling more than 13,000 participants. Specifically, Feist compared per-
sonality traits between scientists and nonscientists, more creative scientists
and less creative scientists, as well as artists and nonartists. Comparisons
were made of studies in which traits relevant to the Five-Factor Model
were measured, and each factor – Extraversion (E), Agreeableness (A),
Conscientiousness (C), Neuroticism (N), and Openness (O) – was divided
into its positive and negative poles. The overall results suggested that cre-
ative people are open to new experiences, self-confident, self-accepting,
less conventional, impulsive, ambitious, driven, dominant, and hostile.
In addition, studies using personality inventories such as the California
Personality Inventory (CPI; Gough, 1987), the Sixteen Personality Factor
Questionnaire (16PF; Cattell, Eber, & Tatsuoka, 1970), and the Eysenck
Personality Questionnaire (EPQ; Eysenck & Eysenck, 1975) indicated that
certain specific traits (which are not part of the Big Five model) were rele-
vant to creativity in artistic and scientific samples. For example, the trait of
psychoticism has been found to be positively related to rare responses in
association tasks andmaybeat theoriginof certain links between creativity
and psychopathology (Eysenck, 1994, 1995).

Contrasts between artistic and scientific samples revealed some differ-
ences, however. For example, scientists were found to be more conscien-
tious than artists, who were more emotionally unstable and less socialized
in terms of accepting group norms (Feist, 1998). Of particular interest,
comparisons of personality traits for highly creative scientists and less cre-
ative scientists showed that within this specific domain of endeavor, a high
level of creativitywas associatedwith traits of dominance, confidence, and
openness.

In terms of specificity in the link between personality and creativity,
Helson (1999) suggested that within a domain there are often nuances con-
cerning howpersonality traits differentiatemore and less creative samples,
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depending on the specific creative activity and the comparison groupused.
Other work suggests that the links between creativity and personalitymay
depend on the specific kind of processing involved in the task; Mumford,
Costanza, Threlfall, and Baughman (1993) investigated the links between
personality and problem finding in a task that required participants to
construct new matrix problems for an intelligence test. Traits such as self-
awareness, tolerance of ambiguity, self-esteem, and openness were par-
ticularly relevant. It was proposed that this combination of traits led to a
“self-initiateddiscovery”profile, and itwasnot the isolated traits but rather
their conjunction that was important for creative performance in the task
studied. Finally, Csikszentmihalyi (1999) proposed that creative people are
possibly those who do not have strongly fixed personality traits but rather
can adopt various profiles according to the phase of the creative process
in which they are involved (e.g., extroverted when gathering information
or communicating results, introverted when incubating or searching for
solutions).

Creative problem-solving abilities are useless if one lacks the desire to
solve the problem. Thus, motivation can be considered as another essen-
tial ingredient to creative behavior. Investigators in this field distinguish
usually between intrinsic and extrinsic motivation. Intrinsic motivation
is characterized by a focus on the task and the enjoyment derived from
solving the problem. In contrast, extrinsic motivation focuses on external
reward, for example,material goods,money, awards, or praise. In this case,
the person is behaving to get reinforcement. As a result, the need is satis-
fied by the reward that follows task completion. Extensive work has been
devoted to the study of the differential effects of intrinsic and extrinsic
motivators on creativity (Amabile, 1983, 1996, 1997; Baer, 1998; Collins &
Amabile, 1999; Eisenberger & Armeli, 1997; Gerrard, Poteat, & Ironsmith,
1996; Hennessey & Amabile, 1998; Mehr & Shaver, 1996; Ruscio, Whitney,
& Amabile, 1998). In most of this research we see that intrinsic motivation
is positively associated with creative performance.

A relationship between creativity and extrinsic motivation also exists
but seems less straightforward. Some well-known cases of creative ac-
complishment indicate that extrinsic motivators can foster creative work,
whereas others suggest that it is detrimental. Recent theoretical and em-
pirical work in both laboratory and field settings (e.g., entrepreneurial
creativity) indicate that, in fact, extrinsic motivation may facilitate certain
phases of creative work, and that intrinsic and extrinsic motivators may
work together to keep work progressing (Amabile, 1996, 1997).

In studies with children, Eisenberger and his colleagues have found
that rewards can positively affect ideational productivity and creativity,
when only creative behavior is rewarded (Eisenberger & Armeli, 1997;
Eisenberger & Cameron, 1996, 1998). Experiments done by Amabile and
associates have shown that extrinsic motivators do indeed foster creativity
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when children are specifically trained tomaintain their intrinsicmotivation
(Hennessey, Amabile, & Martinage, 1989; Hennessey & Zbikowski, 1993).
In a study of 7- to 10-year-olds who made a collage, Gerrard et al. (1996)
found a main effect of reward on creativity ratings, with the highest mean
ratings for the group of children that had followed intrinsic motivation
training as opposed to a control training program. Additionally, certain
individual difference variables, such as skill level in a domain, may influ-
ence the link between motivation and creativity. For example, low-skilled
participants may be more positively affected than high-skilled ones by
extrinsic motivators (Amabile, 1996; Baer, 1998).

Sternberg and Lubart (1995) proposed that the key to motivating cre-
ative problem solving is to keep a person focused on resolving the task. For
intrinsic motivators, work on the task provides the “reward” by itself. For
extrinsic motivators, some people are able to remain task-focused (which
facilitates creativity), whereas others become “reward-focused” and hence
distracted fromtheir task. In linewith this interpretation,Ruscioet al. (1998)
examined how intrinsic motivation influenced creative task performance
by observing participants as they worked. They found that intrinsic mo-
tivation was associated with specific behaviors indicating “involvement,”
or absorption in the task, and this “involvement”was, in turn, predictive of
creativity. It is also interesting tonote that some formsofmotivation that are
not purely intrinsic or extrinsic, such as achievement motivation, involv-
ing both internal rewards (e.g., a sense of accomplishment) and external
rewards (e.g., social recognition), have been linked to creativity (Sternberg
& Lubart, 1995).

environment

Physical surroundings, family environment, school or work settings, and
cultural climate can all have an impact on creative problem-solving
(Amabile, 1997; de Alencar & Bruno Faria, 1997; Lubart, 1999b; Simonton,
1984; Tesluk, Farr, &Klein, 1997). Studies show, for example, that a stimuli-
rich physical environment or contact with diverse cultural centers pro-
motes creative thinking, whereas time constraints, competition, and ex-
ternal evaluation during problem solving tend to have negative effects
(Amabile, 1996; Shalley & Oldham, 1997). A review of creativity across
cultural settings suggests that social environments tend to allow or en-
courage creativity in certain activities (such as art) and restrict it in others
(such as religion; Lubart, 1999b). Regardless of the domain of activity, the
social environment is not always receptive to creative ideas because these
ideas diverge fromwell-known, traditional ways of approaching an issue,
which although nonoptimal are familiar and “comfortable” to the audi-
ence. People may even have vested interests in maintaining the status quo
because a change could reduce their own status, acquired knowledge, or
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expertise in a domain. Thus, creative problem solving that stems from
individuals’ cognitive and conative resources may be facilitated or hin-
dered by the environment within which an individual operates.

putting together cognitive and conative factors

Concerning the combination of these components, the level of creativity
of a given subject does not result from the simple additive combination of
the various components. If somebody has a level close to zero for a given
component, the probability is very low that creative work will emerge.
For example, if one knows nothing in nuclear physics, one has essentially
no chance to be creative in this field, even if one is at the optimal level for
all the other components of creativity. But one can imagine that there is par-
tial compensation for the weakest components if they satisfy a required
minimum level. Thus, for example, a high degree of perseverance may
partly compensate for relatively low levels on certain cognitive abilities.
Finally, it is possible that the various components interact between them-
selves in a multiplicative way to support creativity.

We undertook a study to test the multivariate approach, involving
48 adult subjects (average age 33 years) who completed eight measures
of creativity: two drawings, two short stories, two television commercials,
and two science-fiction problems (Lubart & Sternberg, 1995). Also, the par-
ticipants completed a series of tests and questionnairesmeasuring the cog-
nitive andconative aspects considered important for creativity (fromwhich
we created scores for creativity-relevant cognitive abilities, task-relevant
knowledge, cognitive styles, relevant personality traits, and motivation).
Fifteen peer judges evaluated the creativity of the productions using a con-
sensual assessment procedure (see Amabile, 1996). The alpha coefficients
of homogeneity of the judgments ranged between 0.70 and 0.80 according
to the task.

Multiple regression analyses indicated that a noteworthy, significant
percentage of the variance on creativity was “explained” by the cognitive
and conative variables; for example, for the story generation task, 63%
of the variance in creativity scores was modeled. In our study, cognitive
abilities and domain-relevant knowledge constituted the most important
predictors of creative performance (the short, laboratory nature of the cre-
ativity tasks undoubtedly decreased the influence of the conative aspects,
such as perseverance and motivation). Moreover, we observed an interac-
tion between intelligence and knowledge, such that additional variance in
creative performance was explained when specific combinations of partic-
ipants’ levels on intelligence and knowledge were considered. The results
support the idea that interindividual differences in creative problem solv-
ing are due to a diverse set of cognitive and conative factors. Similar con-
clusions about themultivariate components necessary for creativeproblem
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solving were reached in research conducted on Amabile’s componential
model (Conti, Coon, & Amabile, 1996).

Concerning the range of creative performance from everyday levels to
eminent creativity, themultivariatemodel suggests that these different lev-
els can be explained by the same cognitive and conative factors (Sternberg
& Lubart, 1991, 1995). The fact that the cognitive and conative factors may
combine interactively, coupledwith the low probability that a high level of
all the components for creativity will be found simultaneously in a given
person, explains why eminent levels of creativity are quite rare and why
creative problem solving is in general difficult.

With a multivariate approach, we can also understand why a given
person may be able to solve problems creatively in one domain but not
another. Creativity can be observed in virtually any domain, including
arts, science, mathematics, social problem solving, business, teaching, and
everyday life. Research with adults shows that creativity is moderately
but not completely domain-specific (Baer, 1991; Lubart & Sternberg, 1995;
Runco, 1987), with correlations typically ranging from .20 to .30. Simi-
larly, creativity research on task-specificity also shows, at best, moderate
intertask correlations. Consistent with these findings, studies of eminent
creators seem also to lead to a domain specificity hypothesis. Gray (1966)
found that 17% of his sample of historically significant creators had made
a contribution to more than one field, and that only 2% accomplished a
creative work in disparate domains (e.g., painting andwriting).Within the
multivariate perspective, each person presents a particular profile on the
various cognitive and conative factors. This profile will tend to correspond
better to the requirements of a task concerned with a certain field rather
than another. Thus, observed weak-to-moderate correlations between var-
ious tasks of creativity are expected (Conti et al., 1996; Lubart & Sternberg,
1995). As most research on the question of field specificity has concerned
scientific, artistic, andverbal domains,we explored this issue further byob-
serving creative performance in social problem solving tasks (Mouchiroud
& Lubart, 2000, 2002). For example, we asked children, adolescents, and
adults to generate ideas for tasks such as convincing a peer to play a spec-
ified game or reducing people’s aggressive behavior when driving their
cars. The results suggest that social creativity may form a unitary con-
struct, whereas the strength of the link between social and other nonsocial,
more object-oriented tasks (such as generating ideas for using a box) varies
developmentally, showing the strongest correlations for 11- to 12-year-olds,
after which creative capacities seem to become more and more specific.

cognition and conation in action: the creative process

Simply having the cognitive abilities, knowledge, cognitive style, person-
ality traits, and motivation that are relevant to creative thinking is not
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enough. These resources must be put into action appropriately during
problem solving.

In the literatureoncreativity, oneof thekey topics is the creativeprocess–
the sequence of thoughts and actions that leads to a novel and adaptive
production (Lubart, 2000–2001). Based on introspective accounts, Wallas
(1926) identified the following stages: (a) preparation, (b) incubation, (c)
illumination, and (d) verification. For many researchers, this four-stage
model (or oneof its variants) still constitutes thebasis fordescribing the cre-
ative process (Busse&Mansfield, 1980; Cagle, 1985; Goswami, 1996; Ochse,
1990;Osborn, 1953; Stein, 1974; Taylor, 1959; Taylor,Austin,&Sutton, 1974).
For example,Amabile (1996) described the creativeprocess in the following
way: (a) identification of the problem or the task, (b) preparation (collec-
tion and reactivation of suitable information), (c) generation of response
(search and production for possible solutions), (d) validation and com-
munication of the response (including critical examination of the possible
response), and (e) a final phase concerning the decision to continue or
not (a person may stop because the task was completed or because there
was failure, or may return to one or more phases of the creative process
and start working again). Based on her componential model of creativity
mentioned earlier, Amabile suggested that individual differences in task
motivation influence particularly the problem identification and response
generation phases; that domain-relevant skills influence the preparation
and response-validation phases; and that creativity-relevant processes in-
fluence the response generation phase.

Somework (e.g., using anobservationalmethodand/or interviewswith
artists and writers) suggests, however, another vision of the creative pro-
cess. It involves a dynamic combination of several mutually reinforcing
subprocesses (Ebert, 1994; Lubart, 2000–2001). For example, in a study
of artists, Cawelti, Rappaport, and Wood (1992) found evidence for the si-
multaneity of processes such as centering on a topic, generating new ideas,
expanding ideas, and evaluating one’s work. Israeli (1962, 1981) described
the creative process as a series of quick interactions between productive
and critical modes of thought, with some planning and compensatory ac-
tions. According to Finke et al.’s Geneploremodel (1992; Ward et al., 1999),
generative processes (e.g., knowledge retrieval, idea association, synthe-
sis, transformation) that lead to preinventive structures combine in cyclical
sequences with exploratory processes (e.g., examination, elaboration) that
develop nascent ideas. Brophy’s (1998) creative problem-solving model
emphasizes the interplay between divergent (ideation) and convergent
(evaluative) modes of thought in creativity, and predicts that highly cre-
ative products are scarce, in part, due to the difficulties that most people
have with alternating between these two cognitive processes.

Based on this view, research has examined in some detail the nature
of certain subprocesses involved in creativity, such as the formulation or
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definition of a problem, divergent thinking, synthesis, the use of heuris-
tics, remote association, the reorganization of information, as well as eval-
uation and analysis of information (see Lubart, 2000–2001; Mumford,
Mobley, Uhlman, Reiter-Palmon, & Doares, 1991). For example, the sub-
process of forming remote associations may involve spreading activation
throughpreviously established links in semanticmemory (Mednick, 1962),
randomchance-basedconnections that lead to coherent ideaconfigurations
(Simonton, 1988), or emotional resonance (Lubart&Getz, 1997). According
to the emotional resonance model, each person has stored in memory a di-
verse set of emotional experiences associated with objects, places, people,
and situations that have been encountered. These emotional traces, called
endocepts, are activated during problem solving and may resonate with
each other, thereby activating cognitively remote but emotionally related
concepts inmemory. A personmay, in turn, notice the simultaneously acti-
vated concepts and form an association that is perhapsmore idiosyncratic,
and unusual in the population, than those formed through cognitive paths.
Empirical tests of this model show that the emotional richness with which
a concept is characterized explains significant variance of originality in as-
sociative thinking tasks based on the concept, beyond that explained by
rich cognitive descriptions of the same concept (Getz & Lubart, 2000).

Beyond the growing body of work concerning subprocesses involved
in creativity, few studies have specifically addressed how the creative pro-
cess as a whole differs from the noncreative or barely creative process. For
example, are certain subprocesses present in very creative problem solv-
ing and absent or reduced in less creative problem solving? Do different
orders of the subprocesses lead to differences in the creative level of the
outcome?

Mumford et al. (1991) suggested that the creative problem solving pro-
cess and the “canned,” noncreative process differ in four main ways. First,
creative problem solving involves ill-defined problems more than routine
problem solving. This places an emphasis on the problem construction
phase in creative work. Second, in the creative process people must gen-
erate new, alternative solutions that involve divergent and convergent
thinking. In routine problem solving, people apply previously acquired
procedures, search for ready-made solutions, and tend to satisfice, all of
which involve mainly convergent thinking (see also Mayer, 1999). Third,
the creative process involves active, attention-demanding processing with
multiple cycles of divergent and convergent thought, whereas the “stan-
dard” process proceeds in an “additive fashion” with more direct activa-
tion, generation, and application. Fourth, in the creative process existing
information is restructured, reorganized, or combined. In routine, non-
creative problem solving, information is recalled and understood using
existing categories. Thus the subprocesses of combination and reorganiza-
tion of category information as well as problem construction differentiate
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creative and standard problem solving. Within the creative process, differ-
ent levels of creativity result, in part, from the skill or quality with which
each of the involved subprocesses is executed.

Consider now some studies that begin to address how differences in the
process as a whole contribute to the individual differences in creativity.
For example, Getzels and Csikszentmihalyi (1976) observed art students
as they made a drawing based on a set of objects that were provided (e.g.,
a manikin, a book, a hat, a glass prism). A panel of expert judges rated the
originality of the drawings. All the art students handled the objects to set
up their still-life composition. However, some students manipulated only
a few objects and did not examine much these objects, whereas other stu-
dents explored in detail many of the proposed objects. Furthermore, some
students rearranged the still-life composition after having begun to draw
what they had initially set up. The number of objects manipulated and the
extent to which each object was explored in detail correlated significantly
(r > .50) with originality, as did problem formulation behaviors during the
drawing phase. Thus, differences in the quality and quantity of problem
finding as well as when it occurred during the drawing task were related
to originality.

Using a think-aloud methodology, Goor and Sommerfeld (1975) exam-
ined differences in the subprocesses used by “creative” and “noncreative”
students preselected based on performance on divergent thinking tasks.
The students thought aloud while solving three insight-type problems
(making four triangles with six matches, killing a tumor without destroy-
ing healthy cells, solving a problem concerning the selection of colored
pebbles by chance). Problem-solving protocols were divided into brief in-
tervals, and seven categories of verbal behavior were noted (e.g., generat-
ing new information or hypotheses, self-reference or self-criticism, silence).
The high creative group spent more time than the low creative group on
generating new information or hypotheses, working on these hypotheses,
and self-reference or self-criticism. Therewere also some group differences
on the sequences of activities. For example, following self-reference or self-
criticism, thehigh creative group tended to engage ingeneratingnew infor-
mation or developing hypotheses, whereas the low creative group entered
a period of silence.

Finally, Lubart (1994) examined the nature of the creative process, by
looking at the role of idea evaluation. The evaluation of the strengths and
weaknesses of potential ideas and problem solutions under development
serves as a filter in creative work. In natural work situations, we find that
some people auto-evaluate their ideas early on in their work. Others tend
tomake later auto-evaluations. Finally, there are thosewho engage in auto-
evaluations at regular intervals. Based on these interindividual differences,
two studies using an experimentalmethodologywere conductedwith uni-
versity student participants.
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In the first study, the students composed short stories and created
drawings based on provided objects; the creativity of these two types of
productions was judged by graduate-level teaching assistants in, respec-
tively, literary composition and studio art. During their work, the students
were briefly stopped at various times and instructed to evaluate for them-
selves their production in progress. The moment and the quantity of these
auto-evaluations were controlled. There were groups of subjects that car-
ried out their auto-evaluations relatively early in thework, relatively late in
the work, or at regular intervals throughout the work. Additionally, there
was a control group that engaged in other activities at the indicated times
and that was not explicitly encouraged to auto-evaluate. For the writing
composition task, the results showed that early auto-evaluations were the
most effective for creativity, in comparison with late auto-evaluations or
auto-evaluations at regular intervals, and with the results of the control
group.

In a second study, these results were replicated, in general, with various
methods for inducing auto-evaluations and with a different story-writing
composition task. For the drawing task, no clear effect of the synchroniza-
tion of auto-evaluations was found. This may be due to the fact that last-
minute changes toadrawingcouldgreatly influence its overall appearance,
whereas the story task tended to bemore linear, increasingly constrained as
one progresses in elaborating the plot (“surprise” endings invented at the
last minute tended to be inadequate). Finally, for the various tasks (short
stories and drawings), no effect of the quantity of auto-evaluations was
observed.

These results indicate that differences in the sequence of cognitive ac-
tivities can influence the level of creativity observed, at least for certain
tasks. Thus, creative problem-solving seems to depend on having certain
cognitive-conative resources and using them at appropriate points in the
problem-solving process. Itmaywell be that somepotentially creative peo-
ple who have relevant capacities and traits do not produce creative ideas
because they fail to put their resources into action during the problem-
solving process, with the optimal use of these resources being domain or
task specific.

creativity as a source of difficulty in problem
solving: another look

Up to this point, we have developed the idea that creativity is a source
of difficulty in problem solving because some problems require original
solutions and these solutions are not easy to generate. They require a set of
cognitive and conative factors that are used at appropriate moments in the
course of problem solving. In this final section, we consider briefly a rather
differentway inwhich creativity is a source ofdifficulty inproblemsolving.
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Consider the following case that aphysics professor submitted tohis col-
league, whomhe requested to be an impartial judge: The physics professor
asked on an exam how one could measure the height of a building using
a barometer. The student replied that one could take the barometer to the
top of the building, attach it to a cord, slowly let the barometer down along
the side of the building and once the barometer was on the ground, bring it
back up and measure the length of the cord to determine the height of the
building. This answer was given a zero; it did not use any of the formulas
taught in class. However the student claimed that the answer deserved full
credit.

The impartial colleague of the student’s professor decided to give the
student a second chance and asked the student to respond to the ques-
tion using his knowledge of physics. After several minutes without any
response the impartial professor asked the student if he had found a so-
lution. The student said that he had several and was trying to choose the
best one. Soon after, he proposed putting the barometer on the roof and
dropping it from the building. The height of the building can be found by
applying a formula that takes into account the time it took the barometer
to reach to ground and the gravitational constant. The impartial professor
decided that this response deserved full credit.

Seeing how the student had considered several answers, the impartial
professorwas curious toknowwhatwere theothers. The student explained
that one could put the barometer in the sun and measure its shadow as
well as the building’s shadow, and then compare the two using a simple
proportion. He noted several other solutions as well, such as one in which
the barometer could be used as part of a pendulum with measures taken
at the top and bottom of building. Finally, the student proposed that one
could offer the building’s superintendent a barometer as a gift if he would
give the height of the building.

At the end of this exam, the impartial professor asked the student
whether he knew which answer his professor had expected. The student
replied that he did but he was fed up with having to spit back information
to get a good grade. The student, by the way, was Niels Bohr, who went
on to win the Nobel Prize in physics. The impartial professor was Ernest
Rutherford.

Ogden Nash, the modern American poet, summed up the point of the
story in his work entitled Reflections on Ingenuity: “Sometimes too clever is
dumb.” In other words, being creative can get one into trouble if “canned”
problem solving is requested. Every year there are cases of students who
claim that they deserve credit for their creative answers to test items, be-
cause their responses are valid but do not correspond to the designated cor-
rect answer. In this vein, Cropley (1996) described the case of a teacherwho
asked his class of 5-year-olds to provide examples of “workers in wood.”
Several answers were proposed, such as cabinet maker or carpenter. Then,



142 Lubart and Mouchiroud

one child proposed “termites.” The teacher became angry at the child and
told him to be silent if he was not able to propose a valid answer. Employ-
ing creative thinking when a canned problem solving mode is requested
can be, itself, a problem.

Using the Ideal Child Checklist, which consists of a series of 66 traits to
be evaluated as desirable or not for an ideal child, studies by Kaltsounis
(1977a, 1977b) and Torrance (1975) have compared the teachers’ opinions
with those of a panel of experts in the field of creative personality. The
results were striking: The traits characterizing an ideal student for ele-
mentary school teachers were not at all similar to creativity experts’ de-
scriptions of an ideal creative child’s profile. For example, teachers favored
traits such as “considerate of others” or “doing work on time,” whereas
creativity experts saw “courage in convictions,” “curiosity,” and “indepen-
dent thinking” as the most valuable characteristics. Kaltsounis reported
that there was only 4% of shared variance between the rankings given by
teachers and creativity researchers.Another study involving student teach-
ers showed that they valued highly “obedience/submission to authority”
and did not value “unwillingness to accept things on mere say-so,” which
are obviously antithetical to creativity. Such findings suggest that at least
some school settings do not particularly emphasize creative problem solv-
ing, and may even sanction it. Thus, we see how the environment is im-
portant for providing a setting that favors or inhibits creative problem
solving.

conclusion

All problem solving is not creative problem solving. Although we have
contrasted “creative” and “canned” problem solving, there exists a con-
tinuum between the two extremes; some problem solving relies heavily
on existing procedures but requires some novelty, some enhancements to
existing structures (Sternberg, 1999). In any case, the ability to come up
with new and useful ideas applies to a wide range of problem situations
(“creative” and “partially canned” ones) and represents one of the most
valuable human assets. At the level of the individual, creativity relates
to coping abilities, leadership, self-actualization, and psychological health
(Carson & Runco, 1999). At the societal level, creative solutions contribute
to major cultural advancements.

Why is creative problem solving often difficult? First, because creative
thinking involves a large set of cognitive andconative factors. Second, these
factors must be used appropriately during task completion, the problem
solving process. Third, some environments are hostile toward new ideas
and may even view creative thinking as a hindrance. Identifying diffi-
culties associated with creative problem solving is one thing, overcoming
these difficulties is another. Both of these endeavors should be pursued
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because, in our view, there is much to problem solving beyond “canned”
solutions.
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5

Insights about Insightful Problem Solving

Janet E. Davidson

Many years ago, I tried to go night skiing with some friends. We were
driving to the mountain wishing we had checked the ski report to find
out whether there would be snow, when suddenly we found ourselves
in a blizzard. Cars were skidding off the road and getting stuck in large
snowdrifts. The car I was in also went off the road, but the driver, who
had never before driven in a blizzard, somehowmanaged to get it back on
course. (I cannot tell you how he did this because I had my eyes closed.)

A similar situation occurs when people try to solve nonroutine prob-
lems. Nonroutine problems can be difficult because we do not possess
preexisting procedures for solving them (Mayer, 1995). This difficulty is
compounded when the givens, goals, and obstacles in the problems are
not well specified. Under these conditions, there are times when we all
go off track. Some people manage to get on course and successfully solve
the problem; others remain stuck. In this chapter I claim that the ability to
get on track when solving nonroutine problems often involves conceptual
change and insight. In addition, getting on track in one’s problem solving,
after being off course, is frequently accompanied by a feeling of suddenly
knowing what to do.

Insight has long been associated with creative thoughts and products.
For example, Graham Wallas (1926) proposed four stages involved in the
creativeprocess. These stages are (1) preparation,where theproblemsolver
gathers relevant information and begins conscious work on a problem; (2)
incubation, which is a period of time away from consciously working on
the problem; (3) illumination or insight,when the problem solver suddenly
“sees” or knows how to solve the problem; and (4) verification, where
the solution is worked out and checked for accuracy. Many important
contributions to the world have been attributed to the third stage, where
insight or illumination occurs (Gruber, 1981). If major, or even minor, ac-
complishments do stem from insightful problem solving, then it seems im-
portant tounderstand thenature of these seemingly sudden realizations. In
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addition, our general understanding of how successful problem solving
occurs would be incomplete if we did not consider the role, if any, of
insight.

Butwhat exactly is insight? This surprisingly controversial question has
been around since the early 1900s, and several different approaches have
tried to answer it. Four of these approaches are discussed in this chapter.
Each approach has its own goals and methodology, and each one tells a
different part of the story of insight. First, the Gestalt approach sets the his-
torical context for the later approaches. Gestalt psychologists introduced
the concept of insightful problem solving, and many aspects of it that are
still being studied today. Second, the nothing-special approach tests the
null hypothesis that insight does not actually exist. This approach exam-
ines some of the Gestaltists’ assumptions and attempts to illustrate how
nonroutine problems could be solved using routine processes. Third, the
puzzle-problem approach uses perplexing riddles andmathematical prob-
lems to examine empirically the mental processes and subjective feelings
involved in insight. Finally, the great-minds approach analyzes, usually
retrospectively, the commonalties in societally recognized demonstrations
of insight. In the concluding section of this chapter, these approaches are
critiqued and integrated to highlight what is and is not known about
insightful problem solving.

historical context for insight: the gestalt approach

Our story of insightful problem solving begins with the Gestalt psycholo-
gists. Prior to this time, problemsolvingwas thought to beginwith trial and
error applications of preexisting responses. It was believed that people au-
tomatically form associations during trial and error learning and that these
associations result in reproductive thinking.Whenproblem solvers receive
a routine problem, they simply reproduce a solution that they have pre-
viously associated with success on the problem (Thorndike, 1911). When
faced with a novel problem, they extend or modify their associations. In
other words, nothing completely new is ever created.

In sharp contrast to this associationist view, the Gestaltists felt that in-
sightful problem solving occurs through productive thinking. In produc-
tive thinking, the problem solver goes beyond old associations and views a
problem in a completely new way (Kohler, 1925; Wertheimer, 1945/1959).
A novel solution is produced, often preceded by an “Aha!” experience or
a feeling of suddenly knowing what needs to be done. In other words, in-
sight occurs when a problem solvermoves from not knowing how to reach
a problem’s goal to a deep understanding of the problem and its solution
(Maier, 1940).

The Gestaltists were interested in the conditions that do and do not pro-
mote insight. They believed that people’s inability to produce an insightful
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solution for a problem is often due to their fixation on past experience and
associations. For example, in what is now seen as a classic insight problem,
Karl Duncker (1945) gave people three small cardboard boxes, candles,
matches, and thumbtacks. The participants’ task was to mount a candle
vertically on a screen so that it could serve as a reading lamp. The solution
is to light a candle, melt wax onto the top of a box, stick the candle into
the wax, and tack the box to the screen. Individuals who were given boxes
filled with tacks, matches, and candles had much more difficulty solving
the problem than did people who received the same supplies outside of
the boxes. According to Duncker, seeing a box serve the typical function
of a container made it difficult for problem solvers also to view the box
as a structural support. This phenomenon became known as functional
fixedness and has been replicated in a variety of studies (e.g., Adamson,
1952, Adamson & Taylor, 1954; DiVesta & Walls, 1967; Scheerer, 1963.)

According to the Gestalt view, functional fixedness is not the only type
of fixation, or mental block, that interferes with insightful problem solv-
ing. Fixation on previous solution procedures can also inhibit insightful
thinking. For example, Luchins (1942; Luchins & Luchins, 1950) had sub-
jects use three hypothetical water jugs of varying capacity to obtain precise
quantities of water. Problems within a set all required the same solution
procedure. When a new problem was introduced that could be solved us-
ing either a new, simple solution procedure or the complicated one that
had been established, Luchins found that most participants did not notice
the simple solution. In other words, fixation can keep people from chang-
ing their problem-solving strategies, even when old procedures are not as
relevant to the present situation. The Gestaltists speculated that breaking
fixations, or mental blocks, allows problem solvers to view a situation in a
new way and, therefore, reach an insightful solution.

Richard Mayer (1995) derived four other sources of insightful problem
solving, in addition to the source of overcoming fixation, that were intro-
duced by Gestalt psychologists. For example, in the early 1900s, Otto Seltz
proposed that insightful problem solving could occur when the problem
solver discovers how to complete a mental schema for a problem. Com-
plete schemas are important because they allow the problem solver to
fill in gaps between the given elements and the goals of a problem, thus
making the path to solution more obvious. Seltz (see Frijda & de Groot,
1982) provided empirical support for his view by asking problem solvers
to think aloud as they solved word-association problems, such as naming
a superordinate of newspaper (e.g., publication) or a subordinate of the
tool category (e.g., ax). Selz found that problem solvers did not solve these
problems simply by generating a series of word associations. Instead, they
performed goal-directed cognitive operations in an attempt to create a
coherent, integrated structure (or schema) for the given elements and
desired outcome imbedded in a problem.
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According to Mayer (1995), another Gestalt source of insightful prob-
lem solving involves the spontaneous restructuring of visual information
related to a problem’s goal. This view highlights the relationship between
Gestalt views of problem solving and Gestalt principles of perception.
Sudden changes in how information is perceived are similar to figure-
ground reversals where “elements at one moment are seen as one unity, at
the same moment, another unity appears with the same elements” (Ellen,
1982, p. 324). For example,WolfgangKohler (1925) observed a chimpanzee
trying unsuccessfully to reach a bunch of bananas hung above his reach.
Fortunately, the chimpanzee was able to view the crates in his cage as the
makings of a set of stairs. By stacking the crates and climbing the finished
structure, he successfully reached the bananas. Kohler concluded that the
chimpanzee’s cognitive reorganization of information in his visual field
allowed him to reach an insightful solution.

A third source of insight that was introduced by the Gestalt psychol-
ogists involves the reformulation, or restructuring, of a problem’s com-
ponents so that the problem is viewed in a new way. Reformulation can
occurmultiple timesas an individualmoves fromgeneral to specificmental
representations of a problem. It can also occur in one of two parts of a prob-
lem. A suggestion from above involves the reformulation of a problem’s
goal or desired outcome. Although this view is most often attributed to
Duncker (1945), Max Wertheimer provides a simple example (1945/1959,
pp. 169–181). Suppose two boys of different ages played multiple games
of badminton and the older boy consistently beat the younger one. The
younger, less talented player refuses to play again, even though the older
boy desperately wants to continue. How can the older boy get the younger
one to play? One possible solution would be for him to change the goal of
the game from a competition to a cooperative effort. In other words, the
boys could now focus on keeping the badminton bird in play as long as
possible, counting their number of consecutive hits. As their proficiency
increased, they could move to more difficult shots.

A suggestion from below involves reformulating, in a productive way,
the given elements of a problem. Consider, for example, the two-string
problem used by Maier (1930, 1931, 1970), where the problem solver is
asked to tie together two strings that are hanging from the ceiling. Be-
cause the strings are too far apart to be held at the same time, one of
them needs to be reformulated as a potential pendulum. The solution
is to tie a moderately heavy object to one of the strings, set it into mo-
tion, and then grasp the other string. When the pendulum is caught on
its upswing, the two strings can be tied together. Reformulations of a
problem’s given elements can occur if the problem solver spontaneously
views them in a new way or if external hints are provided. For example,
Maier found that most participants solved the two-string problem when
the experimenter bumped into one of the strings and set it into motion.
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Interestingly, these problem solvers were usually unaware that a hint had
been provided.

Finally, according to the Gestalt psychologist Max Wertheimer
(1945/1959), insight can occur when a problem solver finds an analogue
to a problem he or she is trying to solve. Unlike fixation, where one has
to overcome a reliance on prior experience, here the problem solver cap-
italizes on his or her prior knowledge and experience. In other words, a
connection is seen between the structural organization of a familiar situ-
ation and the structural organization of a new problem. This connection
allows the problem solver to understand the new problem’s solution.

Wertheimer (1945/1959) provided empirical support for his view of
problem formulation in part through the use of problems requiring stu-
dents to find the area of parallelograms. First, he gave students one of two
types of training. One type focused on the formula for finding a paral-
lelogram’s area, but not on a conceptual understanding of the structural
nature of the problem. The second type of training capitalized on students’
prior knowledge about finding the area of rectangles. Studentswere shown
how to remove the triangle found at each end of a parallelogram and to
combine these two triangles into a rectangle. By computing the areas of
the two rectangles that comprise a parallelogram and adding them to-
gether, they would have the parallelogram’s total area. When students
were given transfer problems that were somewhat different from the ones
used during training, Wertheimer found that type of training influenced
problem-solving performance. Most students who were merely taught the
formula were unable to solve the transfer problems; they did not know
where to begin. In contrast, the students who understood the structural
relationship between a parallelogram and a rectangle successfully applied
their knowledge to the new problems.

The Gestalt approach raised important questions about insightful prob-
lem solving but provided few answers about exactly what insight is and
how it occurs. Gestalt descriptions of insight as resulting from acceler-
ated mental processes, a short-circuiting of conventional reasoning, or un-
conscious leaps in thinking, for example, are vague and do not specify
what insight is or precisely how it takes place (Perkins, 1981). In other
words, no coherent, falsifiable theory of insightful problem-solving de-
veloped from this approach. In addition, the research has been criticized
for not being scientifically rigorous or representative of problem-solving
situations (Ohlsson, 1984a, 1984b; Weisberg, 1986). Only one problem
was used in some of the studies and it was presented under artificial
circumstances.

It should be emphasized, however, that the Gestalt psychologists left
behind a powerful legacy. They introduced many of the ideas about in-
sight being studied today and they created some of the “insight” problems
that are still being used. In addition, and perhaps most important, the
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Gestalt approach led us to consider whether nonroutine problems are
solved in a different manner than routine ones.

the nothing-special approach

Asmentioned earlier, the prevailing viewprior to theGestalt approachwas
that all problem solving occurs through reproductive, associative think-
ing. Just as the Gestaltists left behind a legacy, associationism influenced
a current approach to insight that is sometimes called the nothing-special
approach (Davidson& Sternberg, 1984; Sternberg&Davidson, 1982) or the
memory position (Finke, Ward, & Smith, 1992). In contrast to the Gestalt
approach, thenothing-special viewof insightproposes that insightfulprob-
lem solving is basically the same as routine problem solving (Langley &
Jones, 1988; Perkins, 1981; Weisberg, 1986). What we think of as insights,
according to the nothing-special view, are merely significant products that
come from ordinary mental processes. This would mean that “insight”
problems, such as the candle problem and the two-string problem men-
tioned above, are inaccurately named. Such problems mostly measure the
retrieval and application of problem-specific prior knowledge. For exam-
ple, Robert Weisberg and Joseph Alba (1981) asked participants to solve
“classic” insight problems, such as the “nine-dot” problem.

In thenine-dotproblem, individuals are eachgivena 3 × 3matrix of nine
equally spaced dots and asked to connect the nine dots with four straight
lines without lifting their pencils from the paper. What was unusual about
Weisberg andAlba’s experimentwas that participants were given a crucial
clue that is needed to solve the problem: They were told that the problem
could be solved only by drawing the lines beyond the implicit boundaries
formed by the dots. Unlike Maier’s two-string experiment (1930, 1931,
1970), where participants benefited from an external clue, Weisberg and
Alba’s hint did not help their participants. Even when problem solvers
were essentially told how to reformulate the nine-dot problem’s elements,
they had difficulty finding the answer. However, they were much better at
solving it after they had been trained on highly similar problems.

From their results, Weisberg and Alba conclude that the retrieval of
relatively specific prior knowledge about a problem, rather than insightful
thinking, is the key to successful problem solving. Therefore, according
to their view, the terms fixation and insight do not belong in theories of
problem solving. Weisberg and Alba (1982) do note, however, differences
in how prior knowledge is applied to routine and nonroutine problems.

Retrieval of problem-specific past experience is only the first step in
solving a problem; the problem solver then attempts to apply this ex-
perience to the new problem. To the degree that the present problem
is novel, solutions to previous problems will not completely solve
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it. Therefore, the problem solver will be confronted with mismatches
between past experience and the present problem. Thesemismatches
serve as the basis for further searches of memory in the same way
as the initial presentation of the problem initiated a memory search.
Thesemismatches between the old solution and the new problem are
new problems to be solved. The person attempts to solve these mis-
match problems through further memory search, which may result
in retrieval of information that will enable the person to eliminate the
mismatch. This would result in a modification of the old solution in
such a way as to solve the new problem. (p. 328)

In other words, multiple memory searches and the resulting variety of so-
lution attempts can lead problem solvers to restructure nonroutine prob-
lems.However, this type of restructuringdoes not involve the spontaneous
reorganization of previously unrelated experiences that the Gestaltists
proposed.

Weisberg and Alba’s claim that the retrieval of prior knowledge has a
major influence on successful problem solving is similar to conclusions
that have been drawn about how and why experts in a domain differ from
novices. Several researchers (e.g., Chase & Simon, 1973; Chi, Feltovich, &
Glaser, 1981; Larkin, McDermott, Simon, & Simon, 1980) have found that
large, well-organized knowledge structures, rather than unique mental
processes, allow experts to outperform novices when they solve standard
domain-specific problems.

In addition, Perkins (1981) and Weisberg (1986) argue that the solution
of nonroutine problems, as well as routine ones, takes place in incremental
steps, rather than through spontaneous reformulations of the problems or
leaps of insight. As support for this view, Perkins analyzed individuals’
retrospective reports of how they solved the following problem:

A dealer in antique coins got an offer to buy a beautiful bronze coin.
The coin had the emperor’s head on one side and the date 554 b.c. on
the other. The dealer examined the coin, but instead of buying it, he
called the police. Why?

Very few problems solvers reported “Aha!” experiences, where they sud-
denly realized that the datewas impossible because the coin’smaker could
not anticipate when, or even if, Christ would be born. The majority of par-
ticipants verbalized a series of incremental steps involving ordinary un-
derstanding and reasoning skills. Partly based on this analysis, Perkins is
skeptical of the Gestalt notion that solutions to novel problems are based
on special mental processes that cannot be verbalized.

Further support for the nothing-special view comes from a set of com-
puter programs that reproducedmajor scientific discoveries in a variety of
domains (Langley, Simon, Bradshaw, & Zytkow, 1987). What is intriguing
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about these programs is that they used the same recognition processes that
are used to solve routine problems. No special processes were needed for
these computer-generated creative discoveries.

In sum, arguments for the nothing-special view are essentially argu-
ments by default: Because insight processes have not been found, they
must not exist. After repeated failures to identify a construct empirically,
ascribing the failure to the nonexistence of the construct seems like a nat-
ural response. Such a response has two potential benefits. First, theories
of problem solving are more parsimonious if the same mental processes
can be used to explain performance on a variety of problems. Second,
researchers who believe that insightful problem solving does differ from
other typesofproblemsolvingare challenged toprovide concrete empirical
support for their view. Vague descriptions, anecdotal evidence, and lack of
scientific rigor associated with the Gestalt approach cannot counteract the
arguments and alternative explanations proposed by the nothing-special
theorists.

There are, however, some methodological weaknesses connected with
the nothing-special approach. Finding no differences between insightful
and routine problem solving does not mean that significant differences
do not exist. Consider, for example, the computer programs developed by
Langley et al. (1987) to replicate important scientific discoveries. Writing
computer programs that reproduce already known discoveries might well
require processes that differ from those used by the scientists who origi-
nally defined the problems, created mental representations for them, and
searched for and found the novel solutions (Kuczaj, Gory, & Xitco, 1998;
Sternberg & Davidson, 1999).

Furthermore, some researchershavequestionedWeisberg andAlba’s in-
terpretationof the results fromtheir experimentusing thenine-dotproblem
(e.g., Davidson & Sternberg, 1986; Dominowski, 1981; Ellen, 1982; Lung &
Dominowski, 1985; Ohlsson, 1984a). These critics argue (a) that some prob-
lems, such as the nine-dot problem, may require more than one insight or
restructuring, and (b) that Weisberg and Alba oversimplified the Gestalt
notions of fixation and insight, then rejected these notions by asserting the
null hypothesis (see Weisberg, 1993, for additional discussion).

Finally, recent research (e.g., Siegler, 2000; Siegler & Stern, 1998; Smith &
Kounios, 1996) does not supportDavid Perkins’s (1981) view that solutions
to novel problems occur in incremental steps that can be described byprob-
lem solvers. Robert Siegler and Elsbeth Stern, for example, found that the
majority of second graders in their study abruptly generated an arithmetic
insight at an unconscious level before they were able to verbalize it.

the puzzle-problem approach

Unlike the Gestalt approach, the puzzle-problem approach tends to use
several constrained riddles and problems that are administered to a large
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number of participants in well-controlled settings. Several aspects of the
Gestalt view of insight have been tested using this empirical approach.
These aspects include fixation, incubation, and subjective feelings of sud-
denness associatedwith insight. In addition, the puzzle-problem approach
has been used to identify specific mental processes involved in insightful
problem solving.

To avoid problems of inconsistency found in past research, puzzle prob-
lems should meet certain criteria when they are used to study insight
(Weisberg, 1995). First, their solutions must not be obvious to the peo-
ple solving them. In fact, these puzzles are often nonroutine problems that
are disguised as routine ones; they are designed to mislead solvers into
taking incorrect solution paths. Consider the following problem:

You have blue stockings and red stockingsmixed in a dresser drawer
in the ratio of 4 to 5. Howmany stockings must you remove in order
to guarantee that you have a pair that is the same color?

Many people incorrectly assume that this is a ratio problem and, therefore,
that they must compute the answer using the 4 : 5 information.

The second criterion is that thepuzzle problems cannot be solved simply
through a careful reading of the problems. An example of a problem not
conducive to insight would be the following one about eggs. “Is it more
correct to say the yolk is white or the yolk are white? ” For a problem to
foster insight, its solution must result from the formation of a new mental
representation of the problem, not simply a careful reading of it. Consider
a problem that is conducive to insight:

Water lilies double in area every 24 hours. At the beginning of the
summer, there is one water lily on a lake. It takes 30 days for the lake
to become completely covered with water lilies. On what day is the
lake half covered?

Most problem solvers attempt to solve this problem by working forward
from the first day. To reach the correct solution of day 29, they must switch
to amental representation of the problem that involves working backward
from the last day.

The final criterion is that solution of the problems cannot be dependent
on labor-intensive computations or domain-specific prior knowledge. The
puzzles should be solvedwhenproblem solvers change theirmental repre-
sentations of the givens, goals, and obstacles found in the problems, rather
than through the application of knowledge that might be available only to
individuals of certain ages, cultures, or educational backgrounds.

Mental Processes

If changes in the mental representations of problems are crucial for in-
sightful problem solving, how do these changes occur? According to the
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three-process theory of insight (Davidson, 1995; Davidson & Sternberg,
1986), the mental processes of selective encoding, selective combination,
and selective comparison are used to restructure one’s mental representa-
tions.When individuals do not have a routine set of procedures for solving
a problem, they often search through a space of alternativeways of solving
it (Newell & Simon, 1972). Selective encoding, selective combination, and
selective comparison help guide this search and lead to a change in the
internal representation of the givens, the relations among the givens, or
the goals found in a problem. Each of the three processes are discussed in
turn.

Selective Encoding
Insightful encoding occurs when a person finds in a stimulus, or set of
stimuli, one or more elements that previously have been nonobvious. Sig-
nificant problems generally present an individual with large amounts of
information, only some of which is relevant to problem solution. Selective
encoding contributes to insight by restructuring one’s mental represen-
tation so that information that was originally viewed as being irrelevant
is now seen as relevant for problem solution. Also, information that was
originally seen as relevant may now be viewed as irrelevant.

The problem of the two colors of stockings mixed in the ratio of 4 to
5 that was mentioned above illustrates how selective encoding can occur.
Some individuals first try to use the ratio information and realize their
computations lead to an absurd answer. They then review the problem and
realize the ratio information is irrelevant. By focusing on the relevance of
the two colors, they can imaginewhatwould happen if they took stockings
out of the drawer one at a time. After two drawings, they may not have
a matching pair but the third drawing guarantees that they will have two
stockings of the same color.

Ignaz Semmelweis’s discovery of the importance of asepsis is a famous
example of a selective encoding insight in science. While on the staff of the
general hospital in Vienna, Semmelweis noticed that more women on the
poor ward were dying from infection during childbirth than were women
on the rich ward. He encoded that doctors, even if they came straight
from working on cadavers, seldom washed their hands before they had
contact with the poor women, and he realized the relevance that this had
for spreading puerperal fever. Unfortunately, Semmelweis was ridiculed
for this insight and committed suicide before others accepted the relevance
of his discovery.

Selective Combination
Insightful combination occurs when an individual discovers a previously
nonobvious framework for the relevant elements of a problem situation. In
many problems, even when the relevant features have been identified, it is
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often difficult (a) to know that these features should be combined and (b)
to find a procedure to combine them appropriately. Consider the following
example:

Using sixmatches, make four equilateral triangleswith one complete
match making up the side of the triangle.

Most problem solvers initially try to build a two-dimensional structure
with the matches. When this fails to meet the problems’ requirements,
some individuals discover that they can combine the matches to form the
three-dimensional structure of a tetrahedron.

Kary Mullis’s Nobel prize–winning invention of polymerase chain re-
action (PCR) seems to have involved an insight of selective combination.
“There was not a single unknown in the scheme. Each step involved had
been done already” (Mullis, 1998, p. 9). While driving his car and thinking
about science, Mullis suddenly realized that the steps could be combined
to replicate short sequences of DNA. He was surprised that the majority
of his colleagues did not see the relevance his combination would have for
producing abundant supplies of specific DNA sequences.

Selective Comparison
Insightful comparison occurs when one suddenly discovers a nonobvi-
ous connection between new information and prior knowledge. It is here
that analogies, metaphors, and models are used to solve problems. (Selec-
tive comparison is related to Wertheimer’s [1945/1959] view, mentioned
earlier, that insight can occurwhen the structural organization of one prob-
lem is used to solve a new problem.) The person having an insight sud-
denly realizes that new information is similar to old information in some
ways and then uses this similarity better to understand the newly acquired
information. Consider the following problem:

A jar contains 3 different sizes of buttons; there are 15 small buttons,
20medium buttons, and 10 large buttons. You need 3 buttons of the
same size. Howmany buttons must you take out of the jar in order to
make sure that you will have 3 small, 3medium, or 3 large buttons?

If individuals know how to solve the “two colors of stockings” problem
mentioned earlier and see its relation to this new problem, theywill ignore
the quantities of each size button and imagine the longest sequence of
drawings needed to ensure three of the same size (i.e., 7).

Archimedes’s theory of “specific gravity” is a famous example of a se-
lective comparison insight. While trying to determine whether silver had
been put into King Hiero’s crown, Archimedes supposedly took a bath.
He noticed that the amount of water that was displaced in the bathtub
was equal to the volume of his body that was under water. By drawing an
analogy between his bath and the problem with the crown, Archimedes
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suddenly knew how to determine the purity of the crown. He could com-
pute the crown’s volume by placing it in water andmeasuring the amount
of displaced water. The crown could then be weighed against an equal
volume of gold. (But first, according to legend, he was compelled to run
naked through the streets of Syracuse shouting “Eureka!”)

In sum, these three processes form the basis for a theory of insightful
problem solving. Selection and relevance are important to all three of these
mental processes. In encoding, one is selecting elements from the often
numerous possible elements that constitute the problem situation; the key
is to select the relevant elements. In combination, an individual is select-
ing one of many possible ways in which elements of information can be
combined or integrated; the key is to select a relevant way of combining
the elements in a given situation. Selective comparison involves selecting
one (or more) of numerous possible old elements of information to which
to relate new information. There is any number of relations that might be
drawn; the key is to select the relevant comparison or comparisons tomake
for one’s purposes.

Note, however, that not every instance of selective encoding, selective
combination, or selective comparison is an insight. To be referred to as
insightful, the relevant selections must not occur to people immediately
upon presentation of a problem. After individuals reach an impasse, they
must spontaneously search for and discover previously overlooked rele-
vant elements, methods for combining elements, or connections between
prior knowledge and the problem situation. Also, successful search for
this relevant information must result in an abrupt change in the problem
solver’s mental representation of the problem. In contrast, routine encod-
ings, combinations, and comparisons do not require the self-management
of a nonobvious search nor do they lead to a restructuring of one’s mental
representation of a problem. In other words, the proposed theory is pro-
cess, rather than product, oriented. Nonroutine problems are more likely
than routine problems to elicit insightful problem solving. However, one
individual may correctly solve a nonroutine problem by having an insight,
whereas another individualmay solve the same problem correctlywithout
having an insight. The difference between these two individuals lies in the
nature of the processes they use, rather than in the outcome.

In studies conducted with children and adults, it was found that se-
lective encoding, selective combination, and selective comparison play an
important role in the solutionofnonroutineproblemsand in individualdif-
ferences in intelligent behavior. More specifically, individuals who solved
the puzzle problems correctly were more likely than those who solved the
problems incorrectly (a) to have above average intelligence, (b) to apply
spontaneously the three insight processes, (c) to switch mental represen-
tations as a result of these processes, and (d) to take longer to solve the
problems (Davidson, 1986, 1995; Sternberg & Davidson, 1982). The last
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finding supports theview that successful insights can require agreatdeal of
preparation time and verification (Wallas, 1926). In addition, it was found
that insightful problem solving can be trained on the basis of the three
mental processes, and that the training effects are transferable and durable
(Sternberg & Davidson, 1989).

It should be noted that individuals who correctly solved routine prob-
lems were also more likely than those who solved them incorrectly to
have above average intelligence. In fact, intelligence test scores were more
highly correlated with performance on routine problems thanwith perfor-
mance on nonroutine problems, probably because standard tests of gen-
eral intelligence emphasize routine problem solving. However, very little
restructuring of mental representations occurred while participants were
solving the routine problems, and restructuring was not related to accu-
racy. In addition, correct and incorrect solutions for routine problems took
approximately the same length of time (Davidson, 1995).

In sum, insightful problem solving, unlike other types of problem
solving, involves searching for and selecting previously overlooked rel-
evant encodings, combinations, and comparisons of information and
then restructuring one’s mental representation of the problem based on
this search. Highly intelligent individuals are better at this search and
restructuring than individuals of average intelligence.

The Roles of Incubation

According to Wallas’s four stages of creative problem solving described
earlier, incubation often precedes illumination or insight. To understand
how incubation can lead to insight, it helps to understandwhy novel prob-
lems are oftendifficult for us to solve. There are at least two reasons for their
difficulty (Kaplan&Davidson, 1988). One reason is stereotypy. In this case,
the problem solver becomes fixated on an incorrect solution procedure. As
mentioned earlier, a property of many novel, nonroutine problems is that,
on the surface, they appear to be routine ones. Unfortunately, applying
routine procedures leads to obvious, but incorrect, solutions. Even when
problem solvers realize that they are approaching a problem incorrectly,
they often cannot break their focus on this approach in order to develop
a more worthwhile plan for solution. In other words, fixation keeps indi-
viduals from changing their problem-solving strategies, even when they
know that old procedures are not relevant to the current situation.

The other main source of problem difficulty involves the inability to
generate anypaths to solution. If a problem is sufficientlynovel or complex,
the solver may not know where to begin. For example, consider the task
of cutting a hole in a 3× 5 index card of sufficient size to put one’s head
through. If problem solvers do not have the insight to cut a spiral out of
the card, they often cannot generate any strategies for solving this problem
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(Davidson, 1995). In research using a range of problems, Schooler and
Melcher (1995) found that problem solvers gave more statements about
reaching an impasse on “insight” problems than on analytic problems.
In other words, these individuals could generate more strategies for the
analytic problems.

The role of incubation, or a break in conscious problem solving that
results in illumination, has been tested in two ways using the puzzle-
problem approach. One method, related to stereotypy, is to examine when
a break in problem solving does and does not reduce fixation and lead to
insightful solutions. The other method is to examine whether information
provided during an incubation period helps the problem solver generate
new strategies for solving a problem and, therefore, overcome an impasse.
Each of these methods is discussed in turn.

Forgetting
According to Woodsworth (1938), “incubation consists in getting rid of
false leads and hampering assumptions so as to approach the problem
with an open mind” (p. 823). In other words, a break in problem solving
allows unproductive fixations to weaken and more useful associations to
surface. This implies thatproblemsolversmustfirst havea sufficientperiod
of preparation time on a problem, where incorrect assumptions can be
formedand false solutionpaths pursued. If an incubationperiodoccurs too
early, individualsmay not have adequately encoded the problem, let alone
attempted its solution. A premature interruption would, therefore, hinder
problem solving if elements of the problem, rather than false leads and
assumptions, were forgotten. Similarly, if individuals are already pursuing
a productive solution path, an interruptionmayhinder problem solving by
causing them to lose track of this path (Murray&Denny, 1969). However, if
individuals become fixated on incorrect solution procedures, a break from
problem solving allows them to forget their fixations and approach the
problem in a new way (Smith, 1995).

For example, Smith and Blankenship (1989) used rebus problems
(picture-word puzzles) to examine the relationship between fixation and
incubation. Correct solutions to rebuses are common phrases or idioms
that fit the situation depicted in a problem. For example, the solution to
“timing tim ing” is “split second timing” because the second word in the
problem is divided into two parts. Misleading cues, such as “clock,” were
given along with the rebuses in order to block problem solvers’ access to
the correct solution. Smith and Blankenship found that relatively long in-
cubation periods decreased individuals’ memory of the misleading cues
and increased their chances of accessing the correct solutions.

The explanation that an incubation period provides an opportunity for
problem solvers to forget their fixation on incorrect procedures can account
for some improvements in individuals’ performance after they have had
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time away from a problem (Mednick, Mednick, & Mednick, 1964; Smith
& Blankenship, 1989, 1991). However, forgetting cannot explain how in-
cubation effects occur when no incorrect procedures are pursued during
initial exposure to a problem. How can a break in problem solving help
individuals generate paths to a problem’s solution?

Opportunistic Assimilation
According to Colleen Seifert and her colleagues (Seifert, Meyer, Davidson,
Patalno, & Yaniv, 1995), when motivated problem solvers cannot generate
a path or strategy for solving a problem, their long-term memory systems
store “failure indices” that mark the problem as unsolved. These indi-
viduals then move from the preparation stage of problem solving to the
incubation stage, where they no longer consciously work on the problem.
However, the “failure indices” in long-term memory cause them uncon-
sciously to process the environment in light of the unsolvedproblem. Infor-
mation that might be relevant to solving the problem now receives special
attention, whereas this same informationmight have been ignored prior to
the problem-solving impasse. If a piece of relevant information provides a
potential solution path, problem solvers move from the incubation stage
to the illumination (or insight) stage of problem solving.

Seifert et al. (1995) used two different paradigms to test the
opportunistic-assimilation model of insight. In one, participants were ex-
posed to target items and asked to judge whether the items were words
or nonwords. They were not told that, at times, the target items would be
related to general information questions they attempted to answer earlier.
When old and new general information questions were given to partici-
pants a day later, the relevant target items helped them answer the ques-
tions they had previously failed. However, neither mere passage of time
nor prior exposure to target items that were related to new general infor-
mation questions improved problem-solving performance. In a memory-
for-problems paradigm, participants were more likely later to remember
puzzle problems when they had reached an impasse in solving them than
when they had reached successful solutions or been interrupted prior to
reaching an impasse. Results from both paradigms are consistent with the
opportunistic-assimilation model of insightful problem solving: Impasse
on a problem causes a failure index to be stored in long-termmemory, and
this index allows new information to be assimilated and used to overcome
the impasse.

The Role of Affect

Insight is often defined as a sudden realization of a problem’s solution
(e.g., Duncker, 1945; Kaplan & Simon, 1990; Kohler, 1969; Worthy, 1975). In
support of this definition, Janet Metcalfe (1986a, 1986b; Metcalfe & Weibe,
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1987) found that steady increases in feelings of confidence (or warmth)
that one is nearing a solution negatively predict correct solution of insight
problems but positively predict correct solution of routine, algebra prob-
lems. In other words, individuals who felt they were gradually getting
closer to solving insight problems tended to arrive at incorrect solutions,
whereas individuals who felt they were far from solving the insight prob-
lems and then suddenly felt they knew the answers tended to give correct
solutions.Metcalfe concludes that insight problems are correctly solved by
a subjectively catastrophic process rather than by incremental processes.

In a follow-up toMetcalfe’swork, Davidson (1995) asked adults to solve
puzzle problems requiring selective encoding, selective combination, and
selective comparison, and routine problems that had clear paths to their
solution. In some cases, participants were given cues pointing to solution-
relevant information in the problems. In addition to objective performance
measures, Metcalfe’s (1986a) subjective measure of problem solvers’ feel-
ings of confidence about nearing solution was used. Results showed that
sudden, dramatic increases in confidence ratings coincided with the se-
lection of appropriate information on the uncued insight problems. Some-
times searching for and finding the relevant information was sufficient for
problem solvers immediately to know the answer to a problem. In these
cases, a dramatic increase in confidence ratings was immediately followed
by the correct solution. At other times, especially on problems requiring se-
lective combination, an abrupt increase in confidence ratingswas followed
by a gradually increasing (incremental) pattern of ratings. The abrupt in-
crease occurred when participants changed their mental representations
and discovered a path to solution; the incremental ratings were given as
problem solvers followed the path and worked out the answer. This last
finding agreeswith the view that verification or furtherwork often follows
illumination (Dominowski & Dallob, 1995; Wallas, 1926).

In contrast, participants showed an incremental pattern of confidence
ratingswhen theywere explicitly given cues about the relevant encodings,
combinations, and comparisons in the insight problems. Apparently, feel-
ings of sudden realization occur onlywhen problem solvers need to search
for and select relevant information that will change their mental represen-
tations and help them solve the problems. Similarly, incremental patterns
of confidence ratings preceded incorrect solutions on the insight problems
and both correct and incorrect solutions for routine problems.

In sum, the puzzle-problem approach uses a range of challenging prob-
lems in well-controlled settings to test various theories about insight. This
approachhasallowedresearchers tomovebeyond theanecdotes, vaguede-
scriptions, and methodological weaknesses associated with the Gestaltist
psychologists and empirically examine the mental processes, individual
differences, and subjective feelings related to insightful problem solving.
The resulting research indicates that insight is amultifacetedphenomenon.
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It can come from a variety of mental processes, such as the selective en-
coding, selective combination, and selective comparison of nonobvious
relevant information. A break in problem solving can enhance the use of
these processes by allowing problem solvers to forget their fixation on
irrelevant information or opportunistically assimilate new information.
These seemingly sudden changes in what information is and is not used
allow individuals to restructure their mental representations of a problem
and, therefore, approach the problem in a new way. Furthermore, the re-
structuring of a mental representation is often accompanied by sudden,
subjective feeling of confidence that one is reaching solution. In contrast,
routine problem solving usually does not involve the same restructuring
of representations and is often accompanied by incremental feelings that
one is nearing solution.

Even though the puzzle-problem approach has increased our knowl-
edge about insightful problem solving, it has at least two weaknesses.
First, the views are mainly descriptive and do not fully explain how in-
sight occurs. For example, the three-process theory of insight (Davidson,
1995; Davidson&Sternberg, 1986) does not specify how individuals search
for relevant elements, combinations, and prior knowledge and distinguish
them from irrelevant information. It also does not establish whether the
three processes constitute three independent sources of individual differ-
ences or are interrelated because of their derivation from one or more
higher-order processes. Similarly, Smith’s (1995) intriguing view of forget-
ting does not specify how a break in problem solving allows the activation
of misleading information to decay or how this decay changes one’s men-
tal context for, and representation of, the problem. Also, the opportunistic-
assimilation model of insight (Seifert et al., 1995), though highly plausi-
ble and supported by data, does not establish exactly how, or by what
mechanism, individuals detect the relevant information that moves them
from the incubation stage of problem solving to the illumination phase. In
other words, future in-depth work needs to be conducted on the specific
mechanisms problem solvers use to search for nonobvious information,
to distinguish this information from irrelevant material, and to apply this
relevant information to their mental representations and reformulations of
problems.

The second weakness to this approach, oddly enough, originates from
advantages found in the empirical use of puzzle problems. Among the
advantages are that the puzzles come in a variety of forms (e.g., spatial,
verbal, and numerical), do not require specialized prior knowledge on
the part of the problem solver, and lend themselves to cuing and other
forms of manipulation. As a consequence, solving these puzzles probably
does not require the same motivation, social interaction, preparation time,
restructuring, and solution procedures that individuals need to solve sig-
nificant, real-world problems. In addition, the puzzle-problem approach
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provides problem solvers with ready-made problems; no information is
obtained on how individuals find new problems or how the discovery of
a problem might influence insightful problem solving. At some point, the
three-process theory and other theories of insight need to be tested using
more consequential nonroutine problems, and research participants need
to be given opportunities to find their own problems.

the great-minds approach

Unlike the puzzle-problem approach, the great-minds approach does ex-
amine how significant insights occur in the real world. Structured inter-
views, case studies, and observations take us beyond an experimental con-
text and provide perspective on insightful problem solving that society
recognizes as valuable. Some common themes about insight come out of
in-depth examinations of creative, accomplished problem solvers. Three
of these themes are discussed here: intrinsic motivation, identification of
an impasse, and social interaction.

Intrinsic Motivation

Most individuals who have significant insights also have the motivation
to acquire relevant knowledge, overcome numerous obstacles, and persist
in the face of problem impasses. One reason that persistence is important
is that, unlike solving puzzle problems in laboratory experiments, major
breakthroughs typically require about ten years of preparatory work in at
least one domain (Hayes, 1989). As Dean Simonton notes (1995, p. 479),
even someone as talented as Mozart did not compose masterpieces until
he spent ten years writing music.

However, the length of preparation is not the same for all types of in-
sights. Mihaly Csikszentmihalyi and Keith Sawyer (1995) make an im-
portant distinction between insights that occur when individuals solve
problems that are given to them and insights that first involve find-
ing a previously unknown problem. (The Gestalt, nothing-special, and
puzzle-problem approaches focus on presented problem-solving insights.)
From their interviews with 91 accomplished individuals in a wide range
of domains, Csikszentmihaly and Sawyer found that presented problem-
solving insights involve a relatively short amount of preparation time in a
single domain. Short periods of incubation, illumination, and elaboration
follow the preparationperiod. In contrast, problem-finding insights,which
tend to bemore revolutionary than presented problem-solving insights, in-
volve a relatively extended preparation period and are characterized by
the synthesis of information from more than one domain. For this type of
insight to occur, individualsmust (a) acquire knowledge of one ormore do-
mains, (b) become immersed in a field that practices the domain, (c) focus
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on a problematic situation in the domain and internalize information rel-
evant to this situation, (d) use parallel processing to let the relevant in-
formation interact at a subconscious level with information from other
domains, (e) recognize a new configuration emerging from this interaction
of information that helps solve the problem, and (f) evaluate and elaborate
the resulting insight in ways that are valued and understood by colleagues
(Csikszentmihalyi&Sawyer,1995, pp.358–359). Theproblem-solvingcycle
for problem-finding insights can take a year or longer.

A second reason that intrinsic motivation is important is that real-world
insights often involve many failures before an insight is achieved. Because
the correct approach to a significant nonroutine problem is not obvious,
multiple solution paths are often followed before the correct one is found
(Csikszentmihalyi & Sawyer, 1995; Simonton, 1995). In his in-depth study
of Darwin’s accomplishments, Howard Gruber (1981) points out that the
best predictor of great discoveries is a prolonged andpassionate dedication
to a subject. Individuals must have enough devotion to endure ambiguity
and initial problem-solving failures.

Closely related to intrinsic motivation is the ability to maintain in-
tense concentration and undivided attention while working on a problem.
Mihaly Csikszentmihalyi (1996) refers to this highly focused state of con-
sciousness as “flow.” Individuals who have experienced periods of flow
often report being completely immersed in what they are doing and los-
ing track of time. Csikszentmihalyi and his colleagues (Csikzentmihalyi,
1996; Csikszentmihalyi, Rathunde, & Whalen, 1993) found that creative
adolescents and adults often achieved flow states while working in do-
mains that match their interests and abilities. These flow states increase
the likelihood that material within a domain will be mastered and insights
will occur. Individuals who achieve flow tend to be curious, sensitive to
sensory information, and open to new experience.

Identification of an Impasse

Unfortunately, intrinsic motivation alone does not lead to insight. In fact,
persistence can be harmful if one is pursuing an incorrect solution. How-
ever, conceptual change and insightful solutions often occur not long after
problem solvers realize that they, or the field in which they are working,
are on an unproductive path for solving a particular problem. For exam-
ple, Kevin Dunbar (1995, 2001) found that experienced scientists usually
abandoned their hypotheses after obtaining inconsistent or unexpected ev-
idence that indicated they were on the wrong track. Immediately after the
unexpected results were deemed valid, these scientists often made major
shifts in their reasoning. Similarly, problem-finding insights occur when
individuals identify an impassewithin a domain and then recognize a new
reconfiguration that overcomes it (Csikszentmihalyi & Sawyer, 1995).
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How does recognition of an impasse lead to conceptual change? While
observing scientists at a wide range of laboratories, Dunbar (2001) found
that these individuals often turn to analogies to help them understand and
move beyond obstacles in problem solving. For example, after obtaining a
series of unexpected results, molecular biologists and immunologists often
draw analogies to different types of models andmechanisms. These analo-
gies are still within the same general domain of the research but involve
connections to work conducted by other laboratories studying different
organisms.

In contrast, Csikszentmihalyi and Sawyer (1995) propose that revolu-
tionary problem-finding insights involve the random convergence of ideas
from different symbolic domains. Impasses are processed serially using
conscious attention, and then a semiconscious filter determines which rel-
evant information will enter a subconscious network. Unlike the serial
nature of conscious processing, subconscious processing allows connec-
tions between ideas to be generated and tested in parallel. Insights occur
when a new configuration of ideas from different domains emerges from
the subconscious and enters consciousness.

Social Interaction

The Gestalt, nothing-special, and puzzle-problem approaches treat insight
as a solitary, cognitive event. Research participants are given problems and
asked to solve them independently, without interacting with other prob-
lem solvers. However, findings from the great-minds approach indicate
that significant insights are embedded within an important social context.
Even though the actual insights usually occur when people are alone, the
preparation, evaluation, and elaboration stages surrounding the insights
depend on interaction with, and input from, one’s colleagues. According
to Csikszentmihalyi and Sawyer (1995, pp. 334–335), “Although the mo-
ment of creative insight usually occurs in isolation, it is surrounded and
contextualized within an ongoing experience that is fundamentally social,
and the insight would be meaningless out of that context.”

Csikszentmihalyi (1988) adopts a “systems” model that takes into ac-
count both social and cognitive factors related to creativity. According
to this model, creativity involves a positive interaction among an indi-
vidual, a domain, and a field. It occurs when (a) an individual’s knowl-
edge, talents, and interests are a good match for the particular domain
to which the individual contributes and (b) knowledgeable judges in the
larger field, or context, of the domain favorably evaluate the individual’s
contributions.

Similarly, Dunbar (1995) found that the social structure of weekly labo-
ratory meetings plays a crucial role in conceptual change and scientific
insights. Questions from colleagues during these meetings seem to be
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particularly important. For example, conceptual change often occurswhen
scientists are asked questions that cause their thinking to move from one
level to another. In addition, researchers often consider alternative expla-
nations that can lead to insights when the interpretations of their results
are challenged or even when they face the prospect of publicly admitting
an impasse. According to Dunbar, the most constructive laboratory meet-
ings occur when group members have different backgrounds and sources
of knowledge.

In sum, the great-minds approach provides information about the cog-
nitive and social mechanisms that foster significant insights in real-world
settings. This approach, unlike the other three discussed here, focuses on
a wide range of factors that influence insight but that cannot easily be
studied in an experimental setting. In particular, the in-depth examination
of great thinkers indicates that prolonged hard work and social interac-
tions within one or more domains provide an important foundation for
insightful problem solving.

However, the great-minds approach does not permit the controls and
empirical manipulations that play an integral part in experimental re-
search. Even though some of the findings are followed up in laboratory
experiments (Dunbar, 2001), it is not clear how far the results from the
great-minds approach generalize to other populations. In addition, it is
not yet obvious how to incorporate the findings into existing models of in-
sight. For example, current theories of insight cannot account for the social
factors that influence insight.

conclusions

Four approaches to insightful problem solvingwere reviewed in this chap-
ter. On the surface, these approaches seem quite different from each other
because each one has its own goals and methodologies. The Gestalt ap-
proach attempted to demonstrate productive thinking by using novel
problems that need to be viewed and solved in new ways. The emphasis
was on the interpretation and reinterpretation of a problem’s components
and structure, rather than on the mental mechanisms or processes used to
achieve a reinterpretation. The nothing-special approach, by showing that
nonroutine problems can be solved using knowledge retrieval and routine
procedures, focuses on the null hypothesis that insight does not exist as
a distinct cognitive construct. The puzzle-problem approach empirically
tests theories and models of insight by examining the selection, retrieval,
and application of relevant information related to puzzle problems. Fi-
nally, the great-minds approach focuses on the insight processes used by
accomplished thinkers in the context of theirwork. This viewobtains “real-
world” information on all four stages of the creative process: preparation,
incubation, illumination, and verification.
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There are, however, some common themes that have come out of these
different approaches. For example, all four attach some degree of impor-
tance to the retrieval and application of prior knowledge. The Gestaltists
proposed that the application of previously learned analogues is one
source of insight; insightful problem solving can occur when the struc-
tural organization of an old situation is used to understand and solve
a new problem. Proponents of the nothing-special view use knowledge
retrieval and its application as evidence that solving “insight” problems
requires routine information and procedures, rather than insight. The
puzzle-problem researchers address the retrieval and application of prior
knowledge in several ways. One way is through the mental process of
selective comparison, where one successfully searches for old informa-
tion that is similar in some way to new information and then uses this
similarity to solve a problem. Another is through the view that incu-
bation allows problem solvers to forget fixations that are blocking their
access to relevant information that they have in memory. Similarly, the
opportunistic-assimilation model of insight proposes that failure indices
in long-term memory allow us to assimilate and remember information
that is related to problem solving impasses. Finally, researchers who fo-
cus on great thinkers have found that large amounts of knowledge within
and across domains play a crucial role in real-world instances of insight-
ful problem solving. In other words, findings from these four approaches
indicate that old knowledge can help individuals view problems in new,
insightful ways.

Another common theme is that the restructuring of mental represen-
tations, or conceptual change, plays an important role in the solution of
nonroutine problems. Impasses in problem solving often lead problem
solvers to search for newways of approaching a problem. Research gener-
ated by all four approaches has found that prior knowledge and its match
(ormismatch) with new information can lead to the restructuring of a non-
routine problem. Research from three of the approaches – the Gestalt, the
puzzle-problem, and the great-minds approaches – has found that other
factors also influence changes in problem solvers’ mental representations.
In addition, researchers using these three approaches propose that refor-
mulations of a problemare related to insight and to the subjective feeling of
suddenly understanding how to solve a problem. Insight does not require
unique mental processes but does involve using mental processes in novel
ways in order to create new mental representations.

If these approaches have one common weakness, it is that they all lack
sufficient specification.TheGestalt approachneverwentbeyond labels and
rather vague descriptions of insightful behavior. As Mayer (1995) points
out, theGestaltists askeddifficult questionswithout having the knowledge
and technology we have today to answer them completely. The nothing-
special approach does not specify what type of evidence, if any, could
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firmly establish that insightful problem solving does not exist. Showing
that special processes are not needed to solve classic insight problems does
not mean that special processes are never used. As mentioned earlier, the
puzzle-problem approach does not specify exactly how relevant informa-
tion is distinguished from irrelevant information, how irrelevant informa-
tion is forgotten, and how mental processes are used to restructure the
problem and change the context of solving it. The great-minds approach
does not specify how current models of insight should incorporate the
social factors related to insightful problem solving.

Given this common weakness, how insightful are these approaches to
insightful problem solving? If one’s definition of insight includes the re-
structuring of a problem (Dominowski & Dallob, 1995; Duncker, 1945;
Wertheimer, 1945/1959), then the answer is that they are quite insight-
ful. The Gestaltists provided many questions about insight but few of the
answers. When impasses were reached and these questions about insight
could not be addressed in their original form, the form was changed. For
example, the nothing-special approach turned the question of what is in-
sight into the question of whether insight exists as a distinct, cognitive
phenomenon. This reformulation of the question generated new research
and a conflict in the answers. In some cases, different conclusions were
drawn from evidence that was collected using the same stimuli (Weisberg,
1995). This conflict in interpretations has prompted some researchers to
examine insight as a multifaceted construct, rather than a singular one,
and to study individual differences in insightful-thinking skills. In other
words, reformulations of the questions about insightful problem solving
have moved the field forward in constructive directions.

However, if one’s definition of insight includes the sudden realization
of a solution (Duncker, 1945; Kaplan & Simon, 1990; Kohler, 1969; Worthy,
1975), then these four approaches, even in combination, have not yet in-
sightfully discovered the full nature of insight. There are still questions
about how insight occurs andwhat role it plays in problem solving. But the
search for answers about insight is well under way, and these approaches
have narrowed the space of possible solutions.
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The Role of Working Memory in Problem Solving

David Z. Hambrick and Randall W. Engle

The combination of moment-to-moment awareness and instant re-
trieval of archived information constituteswhat is called theworking
memory, perhaps the most significant achievement of humanmental
evolution. (Goldman-Rakic, 1992, p. 111)

Workingmemoryplays an essential role in complex cognition. Every-
day cognitive tasks – such as reading a newspaper article, calculating
the appropriate amount to tip in a restaurant, mentally rearranging
furniture in one’s living room to create space for a new sofa, and com-
paring and contrasting various attributes of different apartments to
decidewhich to rent – often involvemultiple stepswith intermediate
results that need to be kept in mind temporarily to accomplish the
task at hand successfully. (Shah & Miyake, 1999, p. 1)

More than 25 years ago, Baddeley and Hitch (1974) lamented, “Despite
more than adecadeof intensive research on the topic of short-termmemory
(STM), we still know virtually nothing about its role in normal informa-
tion processing” (p. 47). The primary concern for Baddeley and Hitch was
the presumed centrality of limited-capacity short-term memory in con-
temporary models of memory, including Atkinson and Shiffrin’s (1968)
“modal model.” For example, Baddeley and Hitch described a patient
with brain-damage (K.F.) who exhibited grossly deficient performance on
tests of short-termmemory but normal performance on long-term learning
tasks. Logically, this could not occur if information passes from short-term
memory to long-term memory. Baddeley and Hitch also reported a series
of experiments in which participants performed various reasoning tasks
while concurrently performing a task designed to place a load on short-
term memory. For example, in one experiment, the task was to verify sen-
tences purporting to describe the order of two letters (e.g., A is not preceded
by B–AB) while repeating the word “the,” a predictable sequence of digits,

176
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or a random sequence of digits. Surprisingly, short-termmemory load had
very little effect on reasoning.

How could these findings be reconciled with the view that short-term
memory is the central bottleneck in information processing? Baddeley and
Hitch (1974) proposed that short-term memory is not a single, capacity-
limited store, but rather amore complex system consisting of three compo-
nents: two “slave” systems – the phonological loop and visuospatial sketchpad,
devoted to temporary storage and maintenance of information – and a
central executive responsible for control processes such as reasoning, plan-
ning, and decision making. This model could easily handle empirical
results that Atkinson and Shiffrin’s (1968) modal model could not. For
example, K.F. exhibiteddeficient performance on short-termmemory tasks
but normal long-term learning, because only the phonological loop com-
ponent of his working memory system was impaired. K.F.’s central ex-
ecutive was intact. Similarly, in the experiments described by Baddeley
and Hitch, decrements in reasoning performance emerged only when the
storage load imposed by the secondary task exceeded the capacity of the
phonological loop. Otherwise, the limited resources of the central execu-
tive could be devoted exclusively to reasoning. Thus, Baddeley and Hitch
demonstrated that short-term memory is merely one component of an in-
formation processing system involving not only storage limitations but
processing limitations as well.

the goal and organization of this chapter

As the quotations at the beginning of this chapter suggest, working mem-
ory has emerged as one of the most important and intensively researched
constructs in cognitive psychology. However, we believe that there is still
much to be learned about the role of working memory in real-world cog-
nitive functioning. Indeed, one might conclude that despite nearly three
decades of intensive research,we still know relatively little about the role of
working memory in “normal information processing.” For example, a lit-
erature search revealed only 12 publications devoted to working memory
and problem solving during the 25-year period from 1975 through 1999.
Furthermore, in a recent review, Kintsch, Healy, Hegarty, Pennington, and
Salthouse (1999) noted that tasks studiedby researchers interested inwork-
ingmemory are often simple and artificial, and cannot be consideredwhat
Hutchins (1995) termed “cognition in the wild” – complex cognitive tasks
encountered in everyday settings.

Thus, the goal of this chapter is to speculate about the role of work-
ing memory in problem solving. The chapter is organized into three major
sections. In the first section,we establish the scope of the chapter by consid-
ering the question, “What is a problem?” Research on problem solving is
sometimes viewed as a narrow area of scientific inquiry restricted to “toy”
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tasks such as Tower ofHanoi, butwe suggest thatmany cognitive tasks and
activities can be considered examples of problem solving in the sense that
they involve purposeful, goal-directed behavior. Or as Anderson (1985)
observed: “It seems that all cognitive activities are fundamentally problem
solving in nature. The basic argument . . . is that human cognition is always
purposeful, directed to achieving goals and to removing obstacles to those
goals” (pp. 199–200).

In the second section of the chapter, we examine the role of working
memory in various cognitive tasks. Evidence from two traditions of work-
ing memory research is considered. The first tradition is associated with
work in Europe, primarily by Baddeley and his colleagues, and concerns
the role of the phonological loop and visuospatial sketchpad “slave” sys-
tems in cognitive performance. The second tradition has been pursued
by researchers, primarily in North America, interested in individual dif-
ferences in working memory capacity and their relation to cognitive per-
formance. In the third section, we consider the question of when working
memory capacity should be expected to play an important role in problem
solving.

what is a problem?

A problem is often defined as a goal that is not immediately attainable. For
example, Duncker (1945) proposed that “a problem exists when a living
organism has a goal but does not know how this goal is to be reached”
(p. 2). Consistent with this definition, problem-solving research has tradi-
tionally focused on so-called insight problems. The Tower of Hanoi task is
a prototypical example. In the version of this task illustrated in Figure 6.1,
there are three pegs (1, 2, and 3) and three disks (A, B, and C). The initial
state is that the disks are set on Peg 1, with the smallest disk (Disk A) on
the top and the largest disk (Disk C) on the bottom. The goal is to move
the disks from Peg 1 to Peg 3, but the rules state that only one disk can be
moved at a time, that only the top disk can be moved, and that a disk can
never be placed on a smaller disk. Once the target configuration of pegs is
achieved, the problem is solved.

Perhaps themost salient aspect of tasks suchasTowerofHanoi is that the
solution must be discovered. That is, although the initial state and the goal
state are clear, how to transform the initial state into the goal state is unclear.
By contrast, proficiency in more routine problem-solving tasks involves
execution of well-learned skills and procedures. For example, success in
a reading comprehension task depends not so much on figuring out the
most effective way to read the material, but rather on the efficiency and
effectiveness of processes already in place. As another example, how one
should proceed in order to mentally calculate the answer to an arithmetic
problem such as 1,356–234= ? is probably clear for any educated adult. The
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figure 6.1. The Tower of Hanoi problem.

solution 1,122 is not discovered; rather, it is derived. In short, as Anderson
(1993) noted, “Some activities, like solving a Tower of Hanoi problem or
solving a new kind of physics problem, feel like problem solving, whereas
othermore routine activities, such as using a familiar computer application
or adding up a restaurant bill, do not” (p. 39).

Working Memory as a Unifying Construct

How, though, are tasks such as Tower of Hanoi and other cognitive tasks
similar, and how can they be compared at a theoretical level? Our view
is that success in many tasks is predicated on the ability to maintain goals,
action plans, and other task-relevant information in a highly activated and acces-
sible state, and when necessary, to inhibit activation of irrelevant or distracting
information. For example, during performance of the Tower of Hanoi task,
what onemust keep active are the rules of the task and subgoals created en
route to the solution. In addition, discovery of a solution may depend on
the ability to activate information frommultiple, unsuccessful solution at-
tempts, and to maintain that activation until the information is integrated.
Similarly, a fundamental requirement of understanding the meaning of a
difficult passage about an unfamiliar topic is the ability to maintain some
representation, either verbatim or gist, from clause to clause, sentence to
sentence, and paragraph to paragraph (Kintsch & van Dijk, 1978). Finally,
in amental arithmetic task, intermediate sumsmust be kept active in order
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to compute the correct answer. To sum up, the argument is that working
memory is a fundamental determinant of proficiency in a wide range of
tasks.

Working Memory and Problem Solving

Research on working memory has proceeded along two theoretical paths
during the past 25 years. Workingmemory research in Europe has concen-
trated primarily on the slave systems of the Baddeley-Hitch model. More
specifically, what is the role of the phonological loop and the visuospatial
sketchpad inworkingmemory, and how are they involved in performance
of tasks such as reasoning and comprehension? In contrast, workingmem-
ory research in North America has focused primarily (although not ex-
clusively) on the central executive component of working memory. More
specifically,what is the nature of individual differences in central executive
functioning, and how are they related to individual differences in perfor-
mance of various cognitive tasks? Scholars from the European and North
American traditions of working memory research have also tended to rely
on different methodological approaches. Generally, working memory re-
search in Europe is experimental, whereas working memory research in
North America is more often correlational.

Theoretical andmethodological differences aside, results from both tra-
ditions of research are informative about the role of working memory in
higher level cognition. We review a subset of these findings in the context
of the Baddeley-Hitchmodel ofworkingmemory. To review, Baddeley and
Hitch (1974) conceptualized the phonological loop as a store for holding
speech-based information and a subvocal rehearsal process responsible
for reinstantiating or refreshing the information. Similarly, the visuospa-
tial sketchpad refers to a memory store for holding visual or spatial infor-
mation and a mechanism responsible for reinstantiating the information
(Logie, 1995). The third component of the model, the central executive,
is a general-purpose, attention-based entity responsible for control pro-
cesses such as planning, reasoning, decision making, and coordination of
the slave systems.

This organizational scheme provides a context for the discussion, given
that much of the research that is reviewed below concerns the Baddeley-
Hitchmodel. However, an important difference between the view ofwork-
ing memory set forth in this model and our view is that we conceptualize
workingmemoryas a system inwhichphonological andspatial formats are
but twoofmanyways of representing information (see, e.g., Engle, Kane,&
Tuholski, 1999). More specifically, we assume that working memory con-
sists of twoprimary components. Thefirst component – short-termmemory –
refers to long-termmemory representations activated above threshold as a
means of temporarymaintenance. Long-termmemory representations can
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become activated through an external event or because an internal event
(i.e., a thought) spreads activation to the representation. Furthermore, rep-
resentations can be maintained in many different formats, including not
only phonological and visual or spatial, but also orthographic, lexical, se-
mantic, tactile, and so forth. Therefore, the phonological loop and the visu-
ospatial sketchpad are different representational formats and not distinct
storage modules (see Cowan, 1995, for a similar view). Finally, periodic
attention to the representations is necessary to keep them active above a
threshold, below which the information would have to be retrieved from
long-termmemory. Inmany circumstances, this is not a problem if retrieval
can be carried out quickly andwith little chance of error. By contrast, main-
tenance of information in the active state above threshold is particularly
important under conditions in which retrieval from long-term memory is
slow or error prone because of interference.

The second component of our model – working memory capacity – is a
concept that has emerged from a synthesis of a number of ideas. For exam-
ple, workingmemory capacity corresponds to individual differences in the
capability of the central executive of Baddeley and Hitch’s (1974) model.
Therefore, it is assumed to play an important role in a wide range of tasks.
In addition, it is similar toKahneman’s (1973) notionof effortful processing.
That is, working memory capacity refers to a limited-supply cognitive re-
source that can be allocated flexibly depending on the demands of the task
at hand. Finally, working memory capacity is reminiscent of what Cattell
(1943) termed fluid intelligence, because it is thought to reflect a general and
relatively stable cognitive ability. However, the specific function of working
memory capacity is to bring memory representations into the focus of attention,
and to maintain these representations in a highly activated and accessible state.
Thereby, working memory capacity underlies what Horn and Masunaga
(2000) recently described as the ability to maintain focused concentration.
Working memory capacity may also be called on when it is necessary to
suppress, inhibit, or otherwise remove memory representations from the
focus of attention (seeHasher &Zacks, 1988, for a somewhat similar view).

The Slave Systems

One way that the so-called slave systems have been studied is through
use of concurrently performed secondary tasks thought to interfere with
the slave system believed to be important to the primary task. That is,
participants perform a primary task (e.g., reasoning) while concurrently
performing a secondary task designed to prevent storage of information
in either the phonological loop or the visuospatial sketchpad. For exam-
ple, a phonological secondary task might involve repeating a predictable
sequence of digits (e.g., 1 to 6) or the word “the,” whereas a visuospatial
secondary task might require tracking a visual target. If performance of
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the primary task is impaired in the secondary task condition relative to a
no-interference control condition, then involvement of the targeted slave
system is suggested.

Of course, a fundamental problem with this technique is the problem
inherent in all methodological approaches that rely on subtractive logic
(Donders, 1868/1969) to isolate the role of a component process (e.g., the
action of a slave system) in performance of a complete task. To be exact,
when a secondary task produces a decrement in primary taskperformance,
one cannot be sure that this decrement reflects involvement of only the tar-
geted slave system. For example, even a very simple task such as repeating
the word “the” may require some level of central executive resources, in
addition to the slave system in question. Despite this limitation, research
using a secondary task approach has contributed to the theoretical under-
standing of working memory. A brief review of this research follows.

Comprehension

Comprehension – the ability to understand the larger meaning of a set of
events or words – is a fundamental aspect of cognitive functioning. For ex-
ample, a person would have little hope of success in a task such as Tower
of Hanoi unless he or she first comprehended the instructions. Indeed,
Kintsch (1998) proposed that comprehension is fundamental for under-
standing many different types of cognition. What, then, is the role of the
slave systems in comprehension? Not surprisingly, much of the research
germane to this question has focused on storage of speech-based informa-
tion in the phonological loop. For example, Baddeley, Elridge, and Lewis
(1981) found that a phonological secondary task interfered with partici-
pants’ ability to detect errors of word order in sentences such as: We were
to that learn he was a very honest person, even though he loved money. Waters,
Caplan, and Hildebrandt (1987) replicated this result and also found that
the detrimental effect of articulatory suppressionwas greater for sentences
with multiple propositions than for sentences with a single proposition.
Finally, Baddeley, Vallar, and Wilson (1987) found that patients with brain
damage who had deficits in phonological processing had difficulty com-
prehending long sentences but not shorter ones.

Much less is known about the role of the visuospatial sketchpad in com-
prehension, but there is some evidence to suggest that this slave system
contributes to comprehension of high-imagery prose. For example, in a
study by Glass, Eddy, and Schwanenflugel (1980), participants read and
verified sentences that were either concrete and highly imageable (e.g., The
star ofDavid has six points) or abstract (e.g.,Biology is the study of livingmatter).
In addition, for half of the trials, participants concurrentlymaintained a vi-
sual pattern and indicatedwhether itmatched a pattern presented after the
sentence. Glass et al. found that, although maintaining the visual pattern
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did not selectively disrupt verification of the high-imagery sentences, ver-
ification of the high-imagery sentences impaired pattern matching. Thus,
Glass et al. concluded that comprehension of the high-imagery sentences
involved the visuospatial sketchpad.

Reasoning

The contribution of the phonological loop and the visuospatial sketchpad
to reasoning has been investigated in a number of studies. For example,
using a phonological secondary task similar to the one described above,
Evans and Brooks (1981), Halford, Bain, and Maybery (1984), and Toms,
Morris, andWard (1993) found no evidence for involvement of the phono-
logical loop in a conditional reasoning task inwhich participants evaluated
conclusions for rules stated in the form “if p then q” – for example, If I eat
haddock, then I do not drink gin. I drink gin. I do not eat haddock. Toms et al. also
reported that reasoning was unimpaired by concurrent performance of a
spatial secondary task. Similarly, Gilhooly, Logie, Wetherick, and Wynn
(1993) found no effect of either phonological or spatial secondary tasks
on syllogistic reasoning. Thus, in contrast to comprehension, there is lit-
tle evidence to suggest that the slave systems play an important role in
reasoning.

Insight Tasks

The preceding review indicates that the slave systems may play a limited
role in comprehension, but perhaps play no role at all in reasoning. What
is the role of the slave systems in tasks, such as Tower of Hanoi, tradi-
tionally studied in research on problem solving? One possibility already
mentioned is that the phonological loop influences performance of such
tasks through comprehension of instructions. Furthermore, for tasks such
as choosing a move in a chess game, it seems reasonable to suggest that
the visuospatial sketchpadmay contribute to performance, at least when a
spatial visualization strategy is used. Consistent with this speculation, in
a study of chess, Robbins et al. (1996) found that a spatial secondary task
(pressing keys in a repetitive counterclockwise fashion) had a detrimental
effect on performance in a “choose-a-move” task in which chess players
were shown an unfamiliar chess position and attempted to generate an
optimal move.

But how important are the slave systems for tasks such as Tower of
Hanoi or choosing a move in a chess game? This question can be consid-
ered in light of evidence concerning reasoning already considered. More
specifically, reasoning about the potential effectiveness of differentways to
approach a task canprobably be considered a critical aspect of performance
inmany complex tasks, at leastwhen immediate retrieval of a solution from
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long-term memory is not possible. If this is true, then the slave systems
might be expected to play a minor role in tasks such as Tower of Hanoi
relative to the third component of the Baddeley-Hitch model – the central
executive. That is, a consistent finding is that secondary tasks designed
to tap the central executive impair reasoning. For example, Gilhooly et al.
(1993) and Klauer, Stegmaier, and Meiser (1997) found that reasoning suf-
fered when participants performed a putative central executive secondary
task in which they were asked to generate random numbers (e.g., from
the set 1–9) at a constant rate. Similarly, Robbins et al. (1996) found that
chess players were virtually unable to perform the aforementioned chose-
a-move task while concurrently performing a random-letter-generation
task. Summarized, our speculation is that the processes subsumed by the
central executive represent one important determinant of success in awide
rangeofproblem-solving tasks. Thenext sectiondiscusses research that has
investigated this claim from an individual-differences perspective.

The Central Executive

In North America, interest in working memory gained momentum in the
early 1980s with the development of a reliable measure of working memory
capacity, the Daneman and Carpenter (1980) reading span task. Consistent
with Baddeley and Hitch’s (1974) conception of the central executive, this
task was designed to emphasize simultaneous storage and processing of
information. Briefly, the goal of the reading span task is to read a series
of sentences while remembering the final word from each sentence. Work-
ing memory capacity (or “span”) is then operationalized as the number of
sentence-final words recalled. Hence, the reading span task is actually a
dual task because the subject must read sentences while trying to remem-
ber the word following each sentence. The goal of a similar task, called
operation span (Turner & Engle, 1989), is to solve a series of arithmetic
questions and to remember a word following each for recall.

Measuresofworkingmemorycapacity, suchasoperation spanandread-
ing span, predict performance in awide range of tasks, including language
comprehension (Daneman & Merikle, 1996), learning to spell (Ormrod &
Cochran, 1988), math (Adams & Hitch, 1997), following directions (Engle,
Carullo,&Collins,1991), vocabulary acquisition (Daneman&Green, 1986),
and writing (Benton, Kraft, Glover, & Plake, 1984). Clearly, then, working
memory tasks “work” in the sense that they exhibit predictive validity.
But why do they work? In other words, as illustrated in Figure 6.2, what
accounts for the correlation between individual differences in working
memory capacity and individual differences in various cognitive tasks?

The premise of what we have labeled the task-specific hypothesis is
that measures of working memory capacity capture acquired skills in-
volved in performance of the criterion task. For example, according to
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Working Memory Capacity Cognitive Performance

That is, what accounts for common variance? 

figure 6.2. Why do measures of working memory capacity work?

this hypothesis, the reading span task predicts reading comprehension
because both tasks involve reading. Consequently, a key prediction of
the task-specific hypothesis is that a working memory task will exhibit
predictive validity only when it captures the specific skills involved in the
criterion task. By contrast, the basic idea of the general capacity hypothesis
is that measures of working memory capacity capture domain-general
information-processing capabilities that can be brought to bear on many
tasks. Therefore, a key prediction of the general capacity hypothesis is that
operations unique to a particular working memory task (e.g., reading sen-
tences) are largely unimportant in accounting for the relationship between
working memory capacity and cognitive performance. Instead, working
memory tasks are thought tobe imperfect indicators of a construct involved
in the execution of a wide range of tasks.

Comprehension

Daneman and Carpenter (1980) were the first to demonstrate a relation-
ship between central executive functioning and individual differences in
comprehension. Their participants read a series of narrative passages and
then answered different types of questions. For example, the final sentence
of each passage contained an ambiguous pronoun, and the participants’
task was to supply the referent, which occurred at some earlier point in
the passage. Daneman and Carpenter found a strong positive correlation
between reading span and this index of comprehension, particularly when
several sentences separated the pronoun and referent. There were positive
correlations between reading span and other indexes of comprehension
as well, including memory for facts and verbal SAT score. Daneman and
Carpenter argued that the relationship between reading span and read-
ing comprehension occurs simply because both measures capture reading
skill. That is, by virtue of more efficient and automatic reading strategies,
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participants with high levels of reading skill were able to devote more
working memory resources to remembering the sentence-final words.

Thus, Daneman and Carpenter (1980) argued that reading span is a
consequence of reading skill. The results of a large number of subsequent
studies from our laboratory run counter to this argument. We describe the
results of two such studies. Turner and Engle (1989) reasoned that if the
correlation between working memory span and reading comprehension
reflects the fact that both measures index reading skill, then the strength
of the relationship between the two measures should vary depending on
the nature of the processing component of the span task. Following this
logic, participants completed fourworkingmemory tasks inwhich thepro-
cessing task was either reading sentences or solving arithmetic equations.
Themeasures of reading comprehensionwere scores on theNelson-Denny
reading test and verbal SAT. Turner and Engle found that the processing
component manipulation (sentences vs. equations) had little effect on the
relationship between working memory span and reading comprehension.

Engle, Cantor, and Carullo (1992) conducted a more systematic investi-
gation of the relationship between working memory capacity and reading
comprehension. In a series of experiments, participants performed either
the operation span task or the reading span task using a moving window
technique inwhich each equation-word (operation span) or sentence-word
(reading span) stimulus was presented one element at a time. The time re-
quired to advance through the equation or sentencewasused as an index of
skill in executing the processing component of the task; verbal SAT served
as ameasure of comprehension. Engle et al. reasoned that if skill in the pro-
cessing component of the span tasks accounted for the correlation between
working memory capacity and verbal SAT, then controlling for processing
skill would eliminate the correlation. This was not the case: Controlling for
processing skill had no effect on the correlation between working memory
capacity and comprehension.

One possible interpretation of the evidence reviewed thus far is that
working memory capacity reflects a domain-general capability instead of
skills and procedures applicable to a particular task or class of tasks. Re-
cently, however, Ericsson and Kintsch (1995) and Kintsch (1998) suggested
a viewpoint more in line with the task-specific hypothesis. In particular,
they suggested that what the reading span task measures is the efficiency
of comprehension. For example, Kintsch stated, “What the reading span
measures is the efficiency with which readers can comprehend sentences
and hence store them in long-term memory” (p. 239). To support their
claim, Ericsson and Kintsch reviewed evidence suggesting that long-term
memory contributes to performance in the reading span task. For exam-
ple, using a version of the reading span task, Masson and Miller (1983)
found a positive correlation between recall of the sentence-final words and
cued recall of words from earlier in the sentences. There were also positive
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correlations of each measure with reading comprehension. Assuming that
participants could not maintain all of the sentences in temporary storage,
it seems clear that the sentences were stored in long-term memory.

Nevertheless, a critical point about the originalDaneman andCarpenter
(1980) reading span task, and the version of this task used by Masson and
Miller (1983), is that the sentence-final “span”wordswere not separate from
the sentences themselves. Theproblemwith this task is that it is notpossible
to disentangle working memory capacity and reading skill. Indeed, recall
of the sentence-final words may in part reflect the efficiency with which
readers can comprehend sentences and store them in long-term memory
(Kintsch, 1998). By contrast, in the version of the reading span task used
by Engle et al. (1992), the span words were separate from the sentences.
Hence, itwaspossible to examineeffects of reading spanoncomprehension
controlling for skill in the processing component of the task. To reiterate,
reading skill did not account for the relationship betweenworkingmemory
capacity and comprehension. Based on this evidence, we believe that the
findings citedbyEricssonandKintsch (1995) are important, but theyarenot
sufficient to falsify the claim that measures of working memory capacity
reflect a general capacity that transcends task-specific skills.

Multiple Working Memory Capacities?
A study by Shah and Miyake (1996) is also relevant to the present dis-
cussion. The major question of this study was whether working memory
capacity represents a single cognitive resource or whether domain-specific
pools of working memory resources can be distinguished. To investigate
this issue, Shah and Miyake had participants perform two working mem-
ory tasks, one verbal and one spatial. The Daneman and Carpenter (1980)
reading span task served as the verbal working memory task. The spatial
working memory task involved simultaneous maintenance and process-
ing of spatial information. For each trial, participants indicated whether
the orientation of a letter was normal ormirror-imaged. Then, after a num-
ber of trials, the objective was to recall the orientation of each letter. Verbal
SAT scorewas used as ameasure of verbal ability, and spatial visualization
tests were used to measure spatial ability. Shah and Miyake (1996) found
that the spatial workingmemorymeasure correlatedmoderatelywith spa-
tial ability, but near zero with verbal SAT. Conversely, the verbal working
memory measure correlated moderately with verbal SAT, but near zero
with spatial ability. In addition, the correlation between the two working
memory measures was weak (r = .23). The same basic pattern of results
was replicated in a second study. Shah and Miyake therefore concluded,
“The predictive powers of the two complex memory span tasks seem to be
domain specific . . .” (p. 11).

Nevertheless, the results of these studies should be evaluated in light
of two potential methodological limitations. First, the sample sizes were
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very small for individual differences research (i.e., N = 54 for Study 1 and
Ns = 30 for Study 2). This is problematic not only from the standpoint of
low statistical power, but also from the standpoint of the replicability of the
results. Second, given that the participants were college students from two
selective universities, it seems likely that the score ranges on the working
memory tasks (and other ability tests) were quite restricted. Therefore,
it is possible that Shah and Miyake (1996) found evidence for separable
working memory resources simply because variability due to a domain-
general working memory capacity was effectively controlled, or at least
reduced relative to what might be expected within more heterogeneous
samples. To sum up, our view is that Shah and Miyake’s suggestion of
separable verbal and spatial workingmemory resource pools is intriguing,
but should be investigated using larger and more diverse samples.

Reasoning and Fluid Intelligence

Research examining the relationship between working memory capacity
and the broad aspect of cognitive functioning referred to as fluid intelli-
gence provides additional evidence for claims about the domain-generality
of working memory capacity. Fluid intelligence refers to aspects of cog-
nition that are at least somewhat independent of prior knowledge and
experience (Cattell, 1943), and it is typically measured with tests of ab-
stract reasoning and spatial visualization that emphasize solution of novel
problems. For example, in one commonly used test of fluid intelligence,
Raven’s ProgressiveMatrices, each item contains a series of abstract figures
arranged in a 3× 3matrix. One figure is always missing, and the task is to
identify which of eight alternatives completes the matrix.

Using a latent variable approach, Kyllonen and Christal (1990) found
a strong positive correlation (r = .90) between working memory capacity
and fluid intelligence. Furthermore, Kyllonen (1996) also reported high
positive correlations between fluid intelligence and latent variables repre-
senting working memory capacity in three content areas: verbal (r = .94),
spatial (r = .96), and numerical (r = .95). Kyllonen summarized his re-
search as follows:

Wehave observed in study after study, under a variety of operational-
izations, using a diverse set of criteria, thatworkingmemory capacity
is more highly related to performance on other cognitive tests, and is
more highly related to learning, both short-term and long-term, than
is any other cognitive factor. This finding of the centrality of the work-
ing memory capacity factor leads to the conclusion that working memory
capacity may indeed be essentially Spearman’s g [italics added, p. 73].

Engle, Tuholski, Laughlin, and Conway (1999) sought to better under-
stand thenature of the relationshipbetweenworkingmemory capacity and
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fluid intelligence.Workingmemory capacitywasmeasuredwith tasks sim-
ilar to the span tasks described earlier; short-term memory capacity was
measured with simple memory span tasks (e.g., word recall); and fluid
intelligence was measured with two nonverbal tests of abstract reasoning
ability. Engle et al. predicted that latent variables representing working
memory capacity and short-termmemory capacity would correlate, given
that some of the same domain-specific skills and procedures are captured
by both. For example, skill in encoding information into long-term mem-
ory could contribute to performance in both the reading span task and a
word recall task. However, Engle et al. also predicted that once this corre-
lation was taken into account, the residual variance in working memory
capacity would reflect the controlled attention component of the working
memory system. Therefore, the working memory capacity residual would
predict fluid intelligence, whereas the short-term memory capacity resid-
ual would not. As illustrated in Figure 6.3, the data were consistent with
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figure 6.3. Structural equation model with the variance in common to the short-
term memory (STM) and working memory (WM) capacity variables removed as
common. The curved lines represent correlations between fluid intelligence (gF)
and the residual for short-term memory and working memory capacity. Dashed
line indicates nonsignificant relation.
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this prediction. Working memory capacity and short-termmemory capac-
ity were correlated, as evidenced by the fact that they loaded onto a sin-
gle common factor. However, only the working memory capacity residual
variance was a significant predictor of fluid intelligence.

Insight Tasks

Relatively little is known about the role of this capability in insight tasks
suchasTowerofHanoi. In fact,wecouldfindonlyone relevant study.How-
ever, this study serves as a good example of how working memory capac-
itymight affect performance in this type of task.Welsh, Satterlee-Cartmell,
and Stine (1999) reported positive correlations between two measures of
working memory capacity and performance on the Tower of London task,
a variant of the Tower of Hanoi task in which the goal is to move a set
of colored balls across different-sized pegs to match a target configura-
tion. In fact, the two measures of working memory capacity accounted for
a substantial proportion of the variance in solving the Tower of London
problem (25% and 36%). Another interesting finding was that processing
speed showed no correlation with solution success.

Welsh et al.’s (1999) finding adds to the body of evidence suggesting
that working memory capacity plays an important role in many different
types of problem solving. Furthermore, the finding that working memory
capacity predicted Tower of London performance, whereas information
processing speed did not, suggests to us that working memory capacity
may even be the primary determinant of proficiency in cognitive domains,
at least when the influence of prior knowledge and experience is minimal.
But what specific functions might working memory capacity support in
the context of problem solving? One possibility, alluded to before, is based
on Hebb’s (1949) proposal that a connection between two ideas is formed
only when representations of those ideas are held together in an activated
state. More specifically, the ability to maintain information in a highly
activated state via controlled attention may be important for integrating
information from successive problem-solving attempts in insight tasks
such as Tower of Hanoi. A similar view of the importance of the coincident
representation of events for subsequent connection between them is pro-
posed by computational models of cognition such as Anderson’s ACT-R
(Anderson, 1983).

Problem Solving Difficulties
Working memory capacity may also be involved in a number of well-
documented problem solving “difficulties,” including functional fixedness
and negative set. Functional fixedness refers to the inability to use a famil-
iar concept or object in a novel manner. To illustrate, in the Duncker (1945)
candle problem, the subject is given three items – a box of thumbtacks, a
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matchbook, and a candle – and the task is to mount the candle on the wall.
The solution is to empty the box of thumbtacks, tack the box to the wall,
and mount the candle in the box. Hence, the box must be thought of as a
platform instead of as a container. Similarly, negative set – or Einstellung –
occurs when a person rigidly continues to use one effective solution ap-
proach when a simpler (and also effective) approach is possible. For ex-
ample, in a study by Luchins (1942), participants were given the task of
measuring out a particular quantity of water using three jugs, each with
a different capacity. In addition, the trials were sequenced so that the first
five problems required a lengthier solution than problems encountered
later (i.e., the 6th and the 10th problems). Luchins found that the major-
ity of participants (80%) failed to notice the simpler solution for the latter
problems when they had already used the lengthier solution.

How might working memory capacity be involved in problem-solving
difficulties such as functional fixedness and negative set? One possibility
stems from the view that working memory capacity represents the capa-
bility for controlled attention, which in our view is responsible for not
only maintenance of information in a highly activated state, but also for
suppression or inhibition of irrelevant or misleading information (see also
Hasher & Zacks, 1988). For example, according to this view, functional
fixedness might occur because of an inability to suppress retrieval of some
salient feature of an object or concept, and Einstellung occurs because of
an inability to suppress previously retrieved solutions. Indirectly, evidence
also suggests that working memory capacity may be particularly critical
when it is necessary to suppress a solution that has been retrieved many
times in previous solution attempts. For example, Rosen and Engle (1997,
1998) found that participants high in working memory capacity were able
to prevent retrieval of previously recalled items in a word fluency task,
whereas participants with lower levels of working memory capacity were
less able to do so and thus suffered from many more intrusions.

More generally, inhibitory functions of working memory capacity may
be critical for what Frensch and Sternberg (1989a) termed flexibility in
thinking – “the ability to change one’s mode or direction of thinking as
a function of changing task or situational constraints . . .” (p. 163) – and
may underlie differences in the extent to which people experience difficul-
ties in problem solving. Of course, a prediction that follows naturally from
this speculation is that people with high levels of working memory ca-
pacity should be less susceptible to problem-solving difficulties than those
with lower levels of workingmemory capacity. This possibility has not yet
been investigated, but Miller (1957) found a negative correlation between
general intelligence and problem solving rigidity in the water jar prob-
lem, such that low ability participants exhibited greater Einstellung than
high ability participants. Given the strong relationship between working
memory capacity and fluid intelligence, an interesting question for future
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research would be whether, and to what extent, workingmemory capacity
predicts the incidence of Einstellung.

Adult Age and Problem-Solving Difficulties
Studies of adult aging provide additional evidence for the potential impor-
tance of working memory capacity in problem solving. Research on aging
and cognition has established that working memory capacity decreases
across the adult portion of the life span (see Salthouse, 1992a, 1996, for
reviews). In addition, such decreases appear to be partly responsible for
concomitant decreases in more complex aspects of cognition, such as text
comprehension (e.g., Hultsch, Hertzog, & Dixon, 1990; Stine & Wingfield,
1990) and reasoning (e.g., Babcock, 1994; Bors & Forrin, 1995; Salthouse,
1992b). Finally, there is some evidence to suggest that older adults aremore
susceptible to problem-solving difficulties than are young adults. For ex-
ample, using a task modeled after the Luchins (1942) water-jar paradigm,
Heglin (1956) found that older adults were more prone to Einstellung than
were young adults. Similarly, using a concept identification task, Rogers,
Keyes, andFuller (1976) found that older adults haddifficulty shifting from
one solution rule to another. The hypothesis that problem-solving difficul-
ties in older adults are attributable to age-related decreases in working
memory capacity, in general, and to the inability to inhibit previous so-
lutions, in particular, has apparently not been tested. However, it seems
plausible in light of the finding that older adults may be less effective than
younger adults in inhibiting extraneous and no-longer-relevant informa-
tion from the focus of attention (e.g., Hasher, Quig, & May, 1997; Hasher,
Zacks & May, 1999; Zacks, Hasher, & Li, 2000).

Summary and Conclusion

Why do working memory tasks work? That is, what accounts for the pre-
dictive power of working memory tasks? Our answer to this question is
that they capture a domain-general aspect of cognition corresponding to
the capability for controlling attention. Nevertheless, the evidence for this
claim presented thus far is indirect. For example, although the finding of a
strong positive relationship between working memory capacity and fluid
intelligence seems difficult to reconcile with the view that working mem-
ory tasks tap task-specific skills, the idea that controlled attention underlies
this relationship is speculative. The research discussed in the next section
provides more direct evidence for this idea.

when is working memory capacity important?

Common observation suggests that although everyday tasks can often
be performed with little effort and concentration, there are times when
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maximal attention is demanded. For example, consider how difficult it
is to read a scientific journal article while trying to ignore a distracting
conversation, or while trying to avoid worrisome thoughts about an up-
coming medical exam. Consistent with this type of everyday experience,
an important tenet of ourmodel of workingmemory is that workingmem-
ory capacity should correlate with cognitive performance only when con-
trolled processing is demanded because task-relevant information must
be maintained in a highly activated state under conditions of distraction
or interference, or because distracting information must be inhibited. An
implication of this idea is that performance can proceed with little or no
involvement of working memory capacity in the absence of these condi-
tions. Consequently, working memory capacity is not always important,
and hence should not always correlate positively with performance. Unlike
the research described in the preceding section, this hypothesis has been
investigated using elementary cognitive tasks in which factors thought
to moderate involvement of working memory capacity can be controlled.
Three such tasks are described next.

Dichotic Listening Task

People areoftenveryeffective inattending tooneaspect of the environment
while ignoring other aspects. For example, in a series of experiments by
Cherry (1953), participants were instructed to repeat a message presented
in one ear and to ignore amessage presented in the other ear. Cherry found
that participants had little difficulty performing this task. To illustrate, they
did not notice when the language of the unattendedmessage was changed
from English to German. Nevertheless, Moray (1959) demonstrated that
content from an unattended message is not rejected completely. In partic-
ular, Moray found that a substantial number of participants (33%) heard
their name when it was presented in the unattendedmessage. By contrast,
very few participants could recall a word that was repeated 35 times in the
unattended ear. Moray concluded that only information important to the
subject (e.g., his or her name) can break the “attentional barrier” evident
in the dichotic listening task.

But why did only 33% of Moray’s (1959) participants hear their own
names? Why not 100%? Conway, Cowan, and Bunting (2001) made the
somewhat counterintuitiveprediction that if one functionofworkingmem-
ory capacity is to inhibit distracting information, then people with high
levels of working memory capacity (high-span participants) would be less
likely to notice their names in an unattended message than people with
lower levels of working memory capacity (low-span participants). To test
this prediction, Conway et al. replicated Moray’s (1959) experiment with
participants classified as either low or high in operation span. The results
were exactly as predicted: 65% of low-span participants heard their names
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in the unattended message, whereas only 20% of high-span participants
did so. Furthermore, inconsistent with the argument that low-span partic-
ipants adventitiously heard their names after letting attention drift to the
unattended message, there were no span-related differences in shadow-
ing errors immediately preceding or concurrent with name presentation.
Conway et al. concluded that high-span participants were better able to
inhibit information from the unattended message.

Antisaccade Task

Kane,Bleckley,Conway, andEngle (2001) investigated theeffect ofworking
memory capacity on control of attention using a visual-orienting paradigm
that might be considered simpler than even the dichotic listening task. The
goal of the “antisaccade task” is to detect onset of a visual cue and to use
that cue to direct the eyes to a location that will contain a target stimulus.
Once the target stimulus appears, a response is executed. In the Kane
et al. experiment, both low-span and high-span participants performed the
following version of this task. For each trial, a cue flashed on the screen,
and then a target (the letter B, P, or R) appeared. The task was to press a
key corresponding to the given target. There were two types of trial: In
the antisaccade trials, the cue and the target always appeared in opposite
locations on a monitor, whereas in the prosaccade trials, the cue and the
target always appeared in the same location.

Kane et al. (2001) found that high-span participants were faster in target
identification than low-span participants only in the antisaccade trials. Eye
movement data revealed the source of this difference. Relative to high-span
participants, low-span participants were more likely to make reflexive eye
movements toward the cue (and hence away from the target). One possible
interpretation of this finding is that high-span participants were better
able to maintain activation of a task-relevant goal (e.g., look away from cue).
Another possibility is that high-spanparticipantswere better able to inhibit
the tendency to look toward the attention-attracting cue. Whatever the
case, the results of the Kane et al. study suggest that individual differences
in working memory capacity are related to the ability to control attention.
This finding also reinforces the notion that the predictive power ofworking
memory capacity seems tobe limited to situations that place ahighdemand
on control of attention.

when is working memory capacity important?
a broader perspective

We believe that the preceding results are consistent with a controlled at-
tention view of working memory capacity. But how important is working
memory capacity in the performance of everyday problem-solving tasks,
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and does it contribute above and beyond other individual-difference char-
acteristics? Consider, for example, the question of whether working mem-
ory capacity contributes to the prediction of cognitive performance above
and beyond knowledge within a specific domain.

The Knowledge-Is-Power Hypothesis

Research on expertise leaves little doubt that domain knowledge is a po-
tent predictor of success in cognitive domains. For example, Chase and
Simon (1973) found that an expert chess player recalled more information
from game positions than less skilled players. By contrast, there was no
effect of chess skill on recall of random configurations of chess positions.
Chase and Simon concluded that expertise in chess is predicated largely
on a vast store of information about chessboard positions. The finding that
domain knowledge facilitates memory for task-relevant information has
since been replicated in numerous domains, including bridge (Charness,
1981), computer programming (Barfield, 1997), music (Meinz & Salthouse,
1998), dance (Allard & Starkes, 1991), and map reading (Gilhooly, Wood,
Kinnear, & Green, 1988).

Of course, the facilitative effect of domain knowledge on cognitive
performance is not limited to tasks involving episodic memory. For
example, in a study by Voss, Greene, Post, and Penner (1983), three
groups of participants (political scientists with expertise in Soviet affairs,
chemists, and undergraduate students) were given a problem inwhich the
goal was to increase crop productivity in the Soviet Union. The political
scientists began by creating a representation of the problem using their
knowledge about the history of low crop productivity in the Soviet Union.
By contrast, the chemists and the undergraduate students proposed solu-
tions without clear specification of the possible causes, and their solutions
were both judged ineffective. Thus, what was important in problem-
solving success was not general scientific training, but rather specialized
knowledge.

But what about the joint effects of domain knowledge and working
memory capacity on problem-solving performance?One possibility is sug-
gested by a viewpoint often referred to as the knowledge-is-power hypothesis.
The major idea of this viewpoint is that domain knowledge is the primary
determinant of proficiency in cognitive domains, whereas capacity-limited
aspects of the system play a less important role. Minsky and Papert (1974)
alluded to this idea in the following passage:

It is by nomeans obvious that very smart people are thatway directly
because of the superior power of their generalmethods – as compared
with average people. Indirectly, perhaps, but that is another matter:
a very intelligent person might be that way because of the specific
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local features of his knowledge-organizing knowledge rather than
because of global qualities of his “thinking” which . . . might be little
different from a child’s. (p. 59)

In a similar vein, Feigenbaum (1989) articulated the basic argument of the
knowledge-is-power hypothesis in a principle:

The Knowledge Principle states that a system exhibits intelligent un-
derstanding and action at a high level of competence primarily be-
cause of the specific knowledge that it can bring to bear. . . . A corol-
lary of the KP is that reasoning processes of intelligent systems are
generally weak and not the primary source of power. (p. 179)

Most people would agree that domain knowledge is “power.” Clearly,
within the domain of expertise, people with high levels of domain knowl-
edge tend to outperformpeoplewith lower levels of knowledge.However,
it is less clear what the knowledge-is-power hypothesis implies about the
interplay between cognitive ability characteristics such as working mem-
ory capacity and domain knowledge. Three hypotheses are illustrated in
Panels A to C of Figure 6.4.

Compensation Hypothesis
The first hypothesis is illustrated in Figure 6.4 (Panel A) and is based on the
idea that domain knowledge is not only power, but also reduces, and may
even eliminate, the effect of working memory capacity. Stated somewhat
differently, high levels of domain knowledge can “compensate” for low
levels of working memory capacity. Consistent with this idea, Ackerman
and Kyllonen (1991) stated, “There is a relationship between knowledge
and working memory capacity such that having specific knowledge can
replace having to exercise working memory” (p. 216). In a similar vein,
Frensch and Sternberg (1989b) observed that

beginners in anygame seem tobe relyingondomain-general abilities,
whereas experienced players utilize an extensive body of domain-
relevant knowledge. One might expect, therefore, that measures of
general intelligence would be related to novices’ but not to experts’
game playing ability. (p. 375)

Basic Mechanism Hypothesis
The second hypothesis is illustrated in Figure 6.4 (Panel B) and stems from
the view that although domain knowledge is power, it is not all-powerful.
Rather, working memory capacity is a basic mechanism underlying profi-
ciency in cognitive domains and contributes to performance even at high
levels of domain knowledge. For example, although it may be possible
to overcome the limitations associated with working memory capacity
in very specific situations, the limitations may reemerge in the domain
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figure 6.4. Possible effects of domain knowledge and working memory capacity
on cognitive performance.
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of expertise when the situation demands the maintenance of information
in the highly active and accessible state under conditions of interference
and/or distraction, or the suppression of interfering, competing, or irrele-
vant information.

Rich-Get-Richer Hypothesis
The third hypothesis concerning the interplay between domain knowl-
edge and working memory capacity is illustrated in Figure 6.4 (Panel C).
The basic argument of this model is that the “rich get richer” in the sense
that the beneficial effect of domain knowledge on cognitive performance
should be greater at high levels of workingmemory capacity than at lower
levels. For example, to the extent that working memory capacity is related
to the amount of information that can be maintained in a highly activated
state during task performance, then people with high levels of working
memory capacity may be able to draw on more domain knowledge than
can thosewith lower levels. Furthermore,workingmemory capacitymight
be called on when a controlled search of long-term memory is necessary
to determine which piece of preexisting domain knowledge is relevant to
the current task or situation.

Relevant Evidence

Evidence concerning the predictions illustrated in Figure 6.4 is limited.
For example, in studies of text comprehension, Haenggi and Perfetti (1992,
1994) found main effects of both domain knowledge and working mem-
ory capacity onmeasures of expository text comprehension. High levels of
domain knowledge and high levels of working memory were associated
with superior performance. Unfortunately, however, Haenggi and Perfetti
did not evaluate the interaction between working memory capacity and
domain knowledge. More recently, using structural equation modeling,
Britton, Stimson, Stennett, and Gülgöz (1998) found that domain knowl-
edge had a direct effect on expository text comprehension, whereas work-
ing memory did not. Britton et al. also did not evaluate the possibility of
interactive effects of domain knowledge and working memory capacity.

Memory for Baseball Games
Recently, we conducted a study to better understand the joint effects of do-
main knowledge and working memory capacity on a task involving text
comprehension and memory (Hambrick & Engle, 2002). The knowledge
domain for this study was the game of baseball, and the criterion task in-
volved listening to and then answering questions about simulated radio
broadcasts of baseball games. The participants were 181 adults with wide
ranges of working memory capacity and knowledge about baseball. The
radio broadcasts were recorded by a baseball announcer for a local radio
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figure 6.5. Effects of baseball knowledge andworkingmemory capacity onmem-
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station andwere realistic in presentation and content. (In fact, a number of
participants mistook them for actual radio broadcasts of baseball games.)
Baseball knowledge was assessed with paper-and-pencil tests, and work-
ing memory capacity was measured with tasks similar to those described
earlier. Finally, memory for changes in the status of each game was evalu-
ated after each broadcast. That is, participants answered questions about
(a) which bases were occupied at the conclusion of each player’s turn at
bat and (b) the number of outs and number of runs scored during the
inning.

For the analyses described next, composite variables were created for
baseball knowledge,workingmemory capacity, andmemory performance
by averaging the z scores corresponding to each construct. Figure 6.5 de-
picts the effects of baseball knowledge and working memory capacity on
memory for changes in game status. Perhaps the most striking feature
of this figure is the magnitude of the knowledge effect. In fact, baseball
knowledge accounted for over half of the reliable variance in memory
performance (i.e., R2 = .56). However, there was also a significant effect
of working memory capacity above and beyond baseball knowledge (i.e.,
R2 = .06). Furthermore, there was no evidence to suggest that baseball
knowledge reduced, much less eliminated, the effect of working memory
capacity on performance in this task. Therefore, although domain knowl-
edge was clearly the most important predictor of performance, working
memory capacity contributed as well.
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Additional evidence concerning the interplay between domain knowl-
edge and working memory capacity was reported by Wittmann and Süβ

(1999). In an innovative series of studies, these researchers investigated
the effects of domain knowledge and working memory capacity on per-
formance in tasks designed to simulate complex work-related tasks. For
example, in one task, the goal was to control the energy output of a coal-
fired power plant bymanipulating a number of variables (e.g., coal input).
Another task involvedmanaging the production of a garmentmanufactur-
ing company. A consistent finding from this researchwas that task-specific
knowledge (i.e., knowledge acquired during the simulations) was a strong
predictor of final performance. However,Wittmann and Süβ also reported
that working memory capacity was a significant predictor of performance
above and beyond task-specific knowledge. Thus, both knowledge and
working memory capacity contributed to performance differences in the
simulated work tasks.

summary and conclusions

Baddeley and Hitch (1974) began their chapter by commenting on the
dearth of evidence concerning the role of short-termmemory in normal in-
formation processing.We end this chapter by askingwhether the same can
the samebe saidofworkingmemory:Afternearly threedecadesof research
on working memory, have we made progress toward understanding the
role of working memory in higher level cognition? The answer appears to
be yes and no. First consider the “yes” part of the answer. There is a consid-
erable amount of evidence concerning the role ofworkingmemory in com-
prehension and reasoning. For example, research suggests that the phono-
logical loop andvisuospatial sketchpad components of theBaddeley-Hitch
model – or what we think of as maintenance of speech-based and imaginal
information – play a limited, but not completely unimportant, role in tasks
involving comprehension and reasoning.Moreover, the phonological loop
may be especially important during reading or listening when sentences
are long and complex, and the visuospatial sketchpad may be called on
when comprehension depends on visualization. Furthermore, the central
executive – or what we think of as working memory capacity – appears to
be very important for certain tasks. That is, secondary tasks designed to tax
the central executive usually result in a dramatic impairment in primary
task performance, and working memory capacity predicts performance
in various comprehension and reasoning tasks. The question of what ac-
counts for this predictive relationship remains open, but our view is that
the available evidence is consistentwith the hypothesis thatworkingmem-
ory capacity is a general information processing capability corresponding
to controlled attention.
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Now consider the “no” part of the answer. Very little is known about
the role of working memory in tasks traditionally studied in research on
problem solving. Nevertheless, we have both speculated about howwork-
ing memory might contribute to performance in such tasks and pointed
out directions for future research. For example, one way that the phono-
logical loop (or maintenance of speech-based information) may play an
important role in tasks such as the Tower of Hanoi is through comprehen-
sion of the instructions for the task. Furthermore, our theoretical view of
working memory suggests that central executive functioning (or working
memory capacity) should play a particularly important role in problem
solving. To illustrate, one of the primary functions of working memory
capacity is to maintain memory representations in a highly activated and
accessible state. This functionmaybe importantwhen impasses in problem
solving can be overcome by drawing together information from multiple
problem-solving attempts. In addition, the ability to inhibit information
from the focus of attention may be critical when one must shift from one
wayof solvingaproblem toanother. Finally, researchbyWittmannandSüβ

(1999) suggests that workingmemory capacity contributes to performance
in complex problem-solving tasks even when the effect of domain knowl-
edge is taken into account. We believe that additional research concerning
the interplay between domain knowledge and working memory capac-
ity will prove particularly informative about the importance of working
memory capacity in problem solving.
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Comprehension of Text in Problem Solving

Shannon Whitten and Arthur C. Graesser

Imagine that on some unlucky weekday morning your coffee machine
breaks down. For many of us, notably the authors of this chapter, this
would be a serious problem. One way of solving this urgent problem is
by physically fumbling with the broken machine, trying to fix it by using
problem-solving heuristics or sheer trial and error. As an alternative, text
would come to the rescue. You could read the manual that came with
the machine. You could look in a book on household repairs. You could
also consult the Internet. When you pursue any of these latter options, you
must be able to comprehend the text andapplywhat youhave learned. This
chapter explores the factors that predict your success in solving problems
such as the broken coffee machine after reading a text.

Whenever texts are successfully used to solve a problem, the solver
must accurately represent both the problem and the messages presented
in the texts. A text representation is a cognitive representation that has some
reference to elements, features, or structural patterns in the explicit text.
Many factors contribute to the construction of text representations. To put
it simply, two classes of factors are properties of the text (such as its orga-
nization into topics, subtopics, and sentences) and properties of the reader
(such as domain-specific knowledge and general reading skill). One of the
central assumptions of this chapter is that text representations constrain
problem solving. To clarify how, we need to discuss theories of text repre-
sentation, how the representations are built, andhow they are accessed and
used.

We start by discussing five levels of text representation and the factors
that contribute to successful representations at each level. Next, we present
some evidence that forming a reliable representation from the explicit
text is sometimes crucial to solving a problem. We subsequently discuss
how text representations are accessed and used. The final section presents
three classes of models that make radically different claims about text
representation.

207
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five levels of text representation

Most discourse psychologists agree that there are five levels of text repre-
sentation (Graesser,Millis, & Zwaan, 1997; Kintsch, 1998). These five levels
are (1) the surface code, (2) the textbase, (3) the referential situation model,
(4) the communication level, and (5) the discourse genre. The surface code
preserves the exact wording and syntax of the discourse. For example, this
might include the verbatim sentence, “The coffee machine has five parts,”
if you were reading a text on repairing a coffee machine. If readers had a
perfect memory of the surface code, they would distinguish the verbatim
sentence from alternative paraphrases, such as “There are five components
in the coffee machine.” However, readers of technical texts rarely remem-
ber the surface code for more than 30 seconds or a few minutes. With rare
exceptions, there is much better memory for the other four, deeper levels
of text representation (Kintsch, 1998; Singer & Kintsch, 2001). It would be
necessary for the reader to actively rehearse and recycle the verbatim in-
formation in working memory if the surface code was, for some reason,
very critical for solving a problem. An accurate record of surface code is
potentially helpful when the reader has low domain knowledge, the text
is ambiguous, or subtle distinctions need to be made.

The textbase contains themeanings of thewords in a propositional form,
but ignores the exact wording and syntax. A proposition is the representa-
tion of a particular event, action, state, or goal expressed in the text. The
linguistic format of a proposition consists of a predicate (e.g., verb, adjec-
tive, connective) plus one or more arguments (e.g., noun phrase, preposi-
tionalphrase, embeddedproposition;Kintsch,1998). Theexample sentence
above would contain three propositions: HAS (MACHINE, PARTS), COF-
FEE (MACHINE), and FIVE (PARTS). The predicates are positioned to the
left of the parentheses, whereas the arguments are positioned within the
parentheses. The predicates specify how arguments are interrelated (e.g.,
parts are contained within the machine) or they ascribe properties to the
arguments (the machine is a coffee machine). The textbase is not entirely
limited to these explicit propositions. The textbase sometimes includes
information that is essential for connecting explicit propositions. For ex-
ample, in the sentence “The coffee machine has five parts, but the power
adaptor is not normally needed,” the bridging inference IS-A(ADAPTOR,
PART) would be inserted for achieving text coherence even though it is
not explicitly stated. The textbase also deletes some information that is not
regarded as important, such as verb tense and quantifiers (e.g., “usually”).
As one might expect, there have been some debates in discourse psychol-
ogy as to the exact composition of the textbase, that is, what inferences get
inserted, what information is deleted, what constitutes propositions, and
indeed whether a propositional textbase is needed at all in a theory of text
representation (Perfetti & Britt, 1995).
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The situationmodel (ormentalmodel) is thenonlinguistic, referential con-
tent of what the text is about (Graesser, Singer, & Trabasso, 1994; Johnson-
Laird, 1983; Kintsch, 1998; Zwaan&Radvansky, 1998). The situationmodel
contains component hierarchies (parts and subparts), causal chains, goal
hierarchies, spatial regions, and other dimensions of reality. The situation
model for a story would be a mental microworld with characters, set-
tings, character traits, actions, and events that unfold in a plot, and the
characters’ emotional reactions to the episodes in the plot. The situation
model for a technical expository text about a device would describe its
components, how it works, and how it is used (Gentner & Stevens, 1983;
Kieras & Bovair, 1984; Mayer, 1996; Millis, King, & Kim, 2000). Situation
models are constructed through interactions between prior world knowl-
edge and the explicit text (surface code and textbase). For example, you
would infer that the power adaptor is needed for an electric energy source
rather than it being a nutrient to add to the coffee. You would infer that
the five parts must operate together in a coordinated fashion rather than
being a mere collection of detached components. One of the hot debates in
discourse psychology during the last decade addresses the question about
what inferences are constructed in the situationmodel (Graesser et al., 1994;
Lorch & O’Brien, 1995; McKoon& Ratcliff, 1992; Schank, 1999; Trabasso &
Magliano, 1996). For example, the constructionist theory (Graesser et al.,
1994) stipulates that one class of inferences that readers routinely construct
are explanation-based inferences; these inferences specify why actions are
performed (i.e., motives of characters and agents) and why events occur
(i.e., causes of events). In contrast, readers do not routinely generate infer-
ences during comprehension that refer to spatial layouts of objects (where),
the manner in which events occur (how), and consequences that unfold
causally in the distant future (what if ).

The communication level captures the pragmatic context that frames the
messages in the text (Beck, McKeown, Hamilton, & Kucan, 1997; Graesser,
Bowers, Olde, & Pomeroy, 1999; Nystrand, 1986; Rosenblatt, 1994; Schraw
& Bruning, 1996). Simply put, who is communicating to whom? What au-
thor is talking to what reader? Is there a narrator communicating to an
addressee? Continuing with coffee machines, the reader represents the
text rather differently when trying to repair the coffee machine, when try-
ing to assemble a new coffee machine, or when deciding whether to pur-
chase a coffeemachine. On the flip side, a good technical writer anticipates
whether the reader will be a repairman, an assembler, or a potential cus-
tomer. The writer crafts the texts for these different purposes. There is a
new program for improving reading comprehension called Questioning
the Author (Beck et al., 1997). Children are trained to imagine the author of
the text and to challenge what the author claims by asking pointed ques-
tions: “What evidence is there for claim X presented by the author?” and
“Why did the author say X?” Elementary school children have a dramatic
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improvement in reading after being taught the Questioning the Author
program for a few months.

Finally, the genre level assigns the text to one or more rhetorical cate-
gories (Biber, 1988) and uses the selected text genre to guide comprehen-
sion. Some examples of text genres at a basic level of classification are
science textbooks, literary novels, repair manuals, comic books, and sci-
ence fiction novels. The traditional general categories are narrative, expos-
itory, persuasion, and description (Brooks &Warren, 1972). If the sentence
“The coffee machine has five parts” appeared in a detective novel, it might
serve as a clue to the mystery. The identical sentence would clarify the
composition of the coffee machine in a repair manual. Zwaan (1994) has
reported that college students represent a narrative very differently when
instructed that the narrative text is literature versus an article in a newspa-
per. When told the text is literature, more surface code is preserved in the
memory representation, at the expense of having a less detailed situation
model.

The reader’s success at constructing each of the above five levels of rep-
resentation depends on three aspects of the comprehension mechanism:
code, process, and skill. These aspects are mutually constrained by both the
text and the reader. The text needs to supplyadequate fragments of the code
to afford correct interpretations. For example, if the text is missing critical
words and has improper syntactic composition, the surface code will not
be well formed and there will be barriers to constructing the textbase. If
the rhetorical organization of the text lacks organization and coherence,
it will be difficult to construct the situation model and text genre. The
textual code is necessary, but not sufficient for constructing the text repre-
sentations. The code needs to be processed by readers. The processes include
those of activating the relevant knowledge that is affiliated with each level
of representation (through pattern recognition processes) and of manipu-
lating the representations appropriately. For each level of code, the reader
needs to have the skill and knowledge to process the code. For example, the
readerwill not be able to get past the surface code if the reader is an English
speaker and the repair manual is in Spanish. A repair manual will be use-
less if reader’s knowledge base lacks an understanding of the “diagnosis
and repair” genre. Sometimes world knowledge can compensate for a text
that is not fully fortified by a complete configuration of code. For example,
most readers know that the first steps in coffee machine troubleshooting
are making sure that the machine is plugged in and turned on. This is not
explicitly mentioned in the text, so the reader is expected to infer it. Thus,
world knowledge can help compensate by filling the gaps in explicit text.
In the case of high-knowledge readers, the process of accessing the world
knowledge about coffeemakers is successfully completed and the relevant
inferences are entered into the text representation. But these gaps in the text
end up being risky for readers with low domain knowledge.
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The formation of a useful cognitive representation from the explicit text
is potentially important for solving a problem like the broken coffee ma-
chine, at least if the reader uses printed text. In this section, we have dis-
cussed five levels of text representation (surface code, textbase, situation
model, communication, and genre). We have also discussed three aspects
of the comprehension mechanism that contribute to a successful represen-
tation at each level (text code, process, and skill). If one imagines a matrix
with 15 cells, i.e., 5 (levels of text representation) × 3 (aspects), one gains
a broad landscape of potential problems with comprehension that may
emerge for particular readers for particular problem solving contexts. It is
beyond the scope of this chapter to document potential problems in each
of these 15 cells, but we explore some of the deeper levels of text compre-
hension that affect problem solving.

the importance of text representation
for problem solving

One of the central arguments in this chapter is that the ability to build
an accurate and integrated representation of the text is crucial to problem
solving. Kintsch and Greeno (1985) proposed that the process of solving
word problems occurs in two phases. The first is the text comprehension
phase that generates the mental representation of the problem. For exam-
ple, a “COMBINE” representationmight be generated from a problem that
requires addition. The second is the problem-solving phase where solvers
actually compute the answer. The second phase cannot take place with-
out the first. Without the first, the reader will end up solving the wrong
problem.

Lucangeli, Tressoldi, and Cendron (1998) investigated seven abilities
related to success in solving word problems. These abilities were text com-
prehension, problem representation, problem categorization, solution es-
timate, planning the solution, procedure evaluation, and self-evaluation.
For each ability, participants were given multiple-choice questions as they
solved word problems. A multiple regression analysis revealed that text
comprehension,problemrepresentation, problemcategorization, planning
the solution, and self-evaluationwere significant predictors of the accuracy
of the solution. More interesting was that a path analysis revealed that text
comprehension directly influenced the other four abilities. Thus, text com-
prehension is a fundamental component in problem solving in analyses
that provide psychometric assessments of several processing components.

The distinction between the superficial and the structural similarity be-
tween problems is one property of text representation that has received a
great deal of attention in theproblem-solving literature.Obviously, thepro-
cess of solving a target problem should be influenced by a similar problem
that was previously solved (Gentner & Markman, 1997; Gick & Holyoak,
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1980; Schank, 1999). Superficial similarity refers to shared surface code and
to shared argument slots in the textbase. For example, “coffee mug” and
“tea cup” are examples of objects that share superficial properties: They are
both small containers with handles used to drink hot beverages. A coffee
mug in one problemwould be analogies to a teacup in another problem by
virtue of superficial similarity. Two problems may also be similar from the
standpoint of relational information. Relational similarity refers to shared
complex propositions in a textbase or to shared structural configurations in
the situationmodel. For example, theprocess of electrons revolving around
the nucleus of an atom has a relational similarity to the process of planets
revolving around the sun in the solar system.Analogies are defined accord-
ing to structural similarity rather than superficial similarity, although it is
important to acknowledge that the distinction between superficial and re-
lational similarity is not entirely a crisp dichotomy (Gentner & Markman,
1997).

One empirical question addresses the extent to which new problems
are solved by spontaneously accessing and using problems that have been
previously solved. A target problem is defined as the problem that is cur-
rently being attended to, whereas a source problem is one that was solved
sometime in the prior history of the participant in an experiment. Sponta-
neously means “incidentally,” that is, without specific instructions or hints
to look for similarities between the target problem and a source problem.
Multiple steps need to be completed for spontaneous access to a source
problem. The first step is forming an adequate representation of the target
problem, asdiscussedabove. Then the representationdirects pattern recog-
nition processes to access a relevant source problem from memory. Once
the appropriate problem has been retrieved, the solver needs to accurately
map or align the features of the target problem to features of the source
problem. At that point, there has been a successful transfer from a source
problem to a target problem. A potentially successful transfer can break
down at any of these stages: problem representation, access processes, and
alignment processes.

Gick and Holyoak (1980) conducted a landmark study that tested
whether structural similaritieswere sufficient toprovoke spontaneous ana-
logical transfer. In that study, the authors presented college students with
Duncker’s (1945) “radiation problem” as a target. In the radiation problem,
a doctor has a patient with a malignant tumor. The tumor is inoperable,
but there is a type of ray can kill the tumor. However, one ray that is in-
tense enough to kill the tumor will also kill any surrounding tissue, and
therefore the patient. Alternatively, a ray that is not intense enough to kill
the tissue will not kill the tumor. What should the doctor do? A solution
would be to use several lower intensity rays aimed at the tumor. This is
a difficult problem for most people to solve. Gick and Holyoak presented
some participants with an analogous story, or source, before solving the
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difficult radiation problem. This story described a general of an army that
wanted to attack a fortress. Therewere several roads leading to the fortress,
but many were covered with mines. Thus, the army could not attack the
fortress by traveling along one road or the general might lose his entire
army. However, an attack by a small portion of the army would not suc-
ceed because the entire army was needed to invade the strong fortress.
So, the general had several small groups travel along different roads to-
ward the fortress. Participants were able to solve the target problem after
receiving the analogous source story, but only when they were explicitly
instructed to use the source problem to help them solve the target prob-
lem. This study demonstrated that readers can access an analogous source
problem frommemory, and also use this problem to solve a novel problem,
but onlywhen they knew to look for similarities. The results are interesting
because they suggest that analogical transfer doesnot occur spontaneously.

HolyoakandKoh (1987) conducteda follow-up study that tested the role
of superficial similarities between the source and the target problems. The
authors hypothesized that differences in the superficial and structural simi-
larities between the source and target problemsmaydetermine the circum-
stances under which spontaneous transfer occurs. That study again tested
participants with Duncker’s (1945) radiation problem as the target prob-
lem. In their study, however, the analog that was used as the source prob-
lem shared more superficial features with the radiation problem. When
using this surface analog, spontaneous analogical transfer was facilitated.
Therefore, spontaneous transfer is rare when only structural similarities
are shared (Gick &Holyoak, 1980, 1983; Holyoak&Koh, 1987), but is more
successful when the surface features also have correspondences. Readers
do not spontaneously invoke a remote analog of a problem on the basis of
relational structure alone. This result is compatiblewith the computational
model of analogical reasoning that was developed by Forbus, Gentner,
and Law (1994). Superficial similarity is critical for directing the initial pat-
tern recognition processes for successful memory matches, whereas rela-
tional similarity is critical fordirecting the subsequent alignmentprocesses.
The world is kind when superficial similarity is correlated with relational
similarity.

Catrambone, Jones, Jonicles, and Seifert (1995) demonstrated further
that humans have a higher likelihood of using analogies when there are
strong superficial cues to do so. To test this, they presented pictures of
curved tubes to participants, who were asked to predict the path of a sub-
stance moving through that tube. Those participants who were explicitly
reminded of a hose demonstrated a significant advantage over those who
were not reminded of this analogy (on average, 75% to 39%).

The organization of the text into labeled goals and subgoals has been
shownto facilitateproblemsolving.Catrambone (1996) reported that learn-
ing the Poisson distribution was facilitated when the text was organized
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in a series of subgoals, compared with having a single superordinate goal.
Consider the following text as an example for the equation of the Poisson
distribution: P(X = x) = [e−�)(�x)]/x!, where � is the expected value of
the random variable X.

A judge noticed that someof the 219 lawyers at CityHall ownedmore
than one briefcase. She counted the number of briefcases each lawyer
owned and found that 180 of the lawyers owned exactly one brief-
case, 17 owned two briefcases, 13 owned 3 briefcases, and 9 owned
4 briefcases. Use the Poisson distribution to determine the probabil-
ity of a randomly chosen lawyer at City Hall owning exactly two
briefcases.

To solve this problem, the solver must first calculate the number of brief-
cases. Participants received one of the two organizational formats below.

SUPERORDINATE CONDITION Goal: Find �

Method:

1. Multiply each category by (e.g., owning exactly zero briefcases,
owning exactly one briefcase, etc.) by its observed frequency.

2. Sum the results.
3. Divide the sum by the total number of lawyers to obtain the

average number of briefcases per lawyer.

SUBGOAL CONDITION: Goal: Find �

Method:

1. Goal: Find total number of briefcases
Method:

a. Multiply each category by its observed frequency.
b. Sum the results to obtain the total number of briefcases.

2. Divide the sum by the total number of lawyers to obtain the
average number of briefcases per lawyer.

Catrambone found that subgoal condition facilitated transfer to a novel
problem that includes the same subgoal, compared with the superordi-
nate goal condition. Therefore, the representation of the problem can be
significantly influenced by the organization and labeling of the text.

the importance of the reader in comprehending text
for problem solving

Readers vary in their world knowledge and their ability to integrate
this knowledge with text representations. Such individual differences end
up influencing the likelihood of solving problems. The fact that world
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knowledge has a critical impact on these processes is not a particularly as-
tute observation. However, researchers have documented some intriguing
interactions between world knowledge and various processes. For exam-
ple, when problem solvers have a rich base of relevant domain knowledge,
they are less reliant on the integrity of the superficial code and coherence
of the explicit text. In fact, as we shall learn below, sometimes it is better
for a high-knowledge reader to be given texts with coherence gaps and a
nonoptimal organization.

It is well documented in discourse psychology that world knowledge
has a robust impact on text comprehension (Cote, Goldman, & Saul, 1998;
Graesser et al., 1994, 1997; Kintsch, 1998; Voss&Silfies, 1996). The incoming
information from the text is integrated with information from the reader’s
knowledge base. This knowledge base allows the readers to generate in-
ferences that tie together or elaborate on the ideas described by the explicit
text.

Most of the research on inferences in text comprehension has focused on
narratives because the readers’ knowledge base is much richer in the case
of narratives than expository text. Prior knowledge about social situations,
the order and duration of scripted action sequences, and the function of
everyday objects guide the readers’ understanding of narrative text. The
major purpose of writing expository text, on the other hand, is to discuss
and explain information on unfamiliar topics. Most adults do not under-
stand the mechanics that underlie coffee machines, for example. So they
need to consult expository text or to listen to their friends’ stories abouthow
they fixed their coffeemachines. Two basic questions arise when exploring
the role of world knowledge in guiding text comprehension during prob-
lem solving. How do problem solvers construct representations of novel
problems? How do they access and use available information in memory
during the problem-solving process?

Novick (1988) conducted a study that helps illuminate the importance
of background knowledge in spontaneous analogical transfer. Novick hy-
pothesized that experts and novices would differ in representing a prob-
lem. More specifically, she hypothesized that experts would represent the
relational (structural) information in a problem, whereas novices would
represent the superficial aspects of a problem. According to this hypothe-
sis, only the experts would demonstrate positive, spontaneous, analogical
transfer when the source and target problems shared exclusively relational
similarities.Noviceswoulddemonstratenegative analogical transferwhen
the problems shared only superficial similarities, the relational similarities
were critical, and there was no correlation between superficial and rela-
tional similarities.

To test this first hypothesis, experts and novices were selected and pre-
sented four word problems with the correct solution procedures. One of
the source problemswas a remote analog of the target problem that shared
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relational, but not superficial similarities. All participants tried to solve
the same target problem of a high school band that needed to split up
into even columns for the homecoming parade. If the columns contained 8
or 12 students, one student was always left alone in a column. Finally, the
band director arranged themusicians in rows of five, and thatworked. The
critical question was how many students are in the band if the number is
between 45 and 200. Some of the participants received an analogous source
problem,which described awoman and her husband trying to arrange dif-
ferent types of plants in their garden. The solutions for the source problems
were given. If this source problemwere accessed and used, there should be
positive transfer. A baseline condition was also included in which none of
the four problemswas related to the target. The results robustly supported
the hypothesis. Whereas 56% of the experts generated the correct solution
in the analog condition, only 6%did so in the baseline condition. This result
clearly demonstrated spontaneous analogical transfer. In contrast, novices
did not show any differences between the analog and baseline conditions.

Novick conducted another experiment that tested whether novices
would be seduced by source problems that were superficially similar, but
not similar at the level of relations. The same basic procedure was run as
in experiment 1, except that the source problem was related to the target
problem by only superficial features. This functioned as a distracter prob-
lem, because accessing this problemwould not facilitate solving the target
problem. Indeed, there should be negative transfer if the source problem
were activated. The results of this experiment revealed that both novices
and experts showed negative transfer. So even the experts were seduced
by source problems that were superficially similar.

In a third experiment, both the relationally similar and the superficially
similar problems were given prior to solving the target problem. This ex-
periment was designed to test whether participants would demonstrate
negative transfer if both types of problems were given. Positive transfer
was found for the experts, but not the novices. That is, experts used the
correct, structurally similar problem, but novices did not. Negative trans-
fer was found in both groups, but was weaker for experts. So again, both
groups attempted to use the incorrect, superficially similar problem. How-
ever, experts typically did not make more than one attempt to use the
distracter problem.

Novick’s studydemonstrates three principles. First, backgroundknowl-
edge has a significant impact on the ability to adequately represent, access,
and use an analogous problem. Second, superficial similarities robustly
determine access to similar problems, for both novices and experts. Third,
spontaneous analogical transfer is possible when there are only structural
similarities between a source and target, but only for experts.

Chi, Feltovich, and Glaser (1981) have reported similar results in their
studies of physics problems. The authors asked physics experts and
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novices to sort problems according to similarity. The physics majors sorted
problems according to relational similarities, that is, general physics prin-
ciples, whereas novices sorted problems on the basis of superficial sim-
ilarities. The authors hypothesized that experts and novices categorize
problems differently, and these different categories elicit different knowl-
edge structures. For experts, these knowledge structures and categories
are based on similar solution procedures.

Sometimes, the properties of the reader and the properties of the text in-
teract in counterintuitive ways. McNamara, Kintsch, Songer, and Kintsch
(1996) presented children with biology texts. Half of the children had high
domain knowledge and half had low domain knowledge. The texts var-
ied in degree of coherence. The high-coherence texts were more explicit in
specifying the relational organization of the text. For example, the high-
coherence texts contained full noun phrases instead of pronouns, titles
and subtitles, elaborations, and more sentence connectives. The authors
found an interaction between knowledge level and text coherence when
they measured performance on tasks that required reasoning, problem-
solving tasks, and the construction of deeper, situation models. As ex-
pected, participants with low knowledge performed better after receiving
texts with high coherence than those with low coherence. Rather surpris-
ingly, participants with high domain knowledge actually performed bet-
ter after reading a low coherence text than a high-coherence text. This is
a counterintuitive result. How is it possible that a less coherent text facili-
tates learning? McNamara et al. (1996) concluded that the low-coherence
texts forced the high-knowledge readers to engage in active, effortful pro-
cessing at the level of the situation model. High-knowledge readers can
experience an illusion of comprehension, on automatic pilot, when the text
is well written and they have a rich knowledge base. However, when there
are text disfluencies, they need to recruit their world knowledge for effort-
ful processing at the situation model; the consequence is better learning
at deeper levels. In contrast, the low-knowledge readers need to build a
situation model from scratch, and this is facilitated by coherent texts.

The McNamara et al. (1996) study also measured performance that
tapped the surface and textbase levels of representation. Such measures
include recognition memory and recall memory. There was an advantage
of high-coherence texts over low-coherence texts for both groups of par-
ticipants, although the differences were less pronounced for readers with
high domain knowledge. The results of the McNamara et al. study un-
derscore the importance of specifying the levels of text representation that
are tapped in the measures of performance. The pattern of data for the
surface code and textbase was very different from that of the situation
model. There was a complex three-way interaction among the features of
the text (i.e., manipulated coherence), the reader (i.e., domain knowledge),
and the level of representation (surface code, textbase, or situationmodel).
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Complex interactions among text, reader, and representation have been re-
ported in a number of recent studies in discourse psychology (Cote et al.,
1998; Goldman, Saul, & Cote, 1995; Graesser, Kassler, Kreuz, & McLain-
Allen, 1998).

Mannes and Kintsch (1987) reported a similar study that supports the
conclusion that it is critical to keep track of the level of representationwhen
performance measures are reported. Instead of varying the coherence of
the text itself, Mannes and Kintsch manipulated the composition of an
advanced organizer (i.e., general outline), which was comprehended before
the readers comprehended the text. The information in the advanced or-
ganizer was presented either in the same order as the subsequent text or
in a different order. After receiving the organizer and the text, participants
were testedwith a sentence verification task. Therewere two types of state-
ments to be verified by the participants. Verbatim statements contained an
explicit excerpt from the text and therefore tested memory at the surface
code and textbase levels. Inference statements contained information that
needed to be inferred from the text and therefore tested deeper compre-
hension of material. Inference statements tapped the situation model level
of representation. Mannes and Kintsch (1987) found that the participants
who received the congruent outline did better on the verbatim memory
statements. In contrast, those who received an organizer with an incon-
gruent order performed better on the inference task. This suggests that
readers with the incongruent organizer were reading the text at a deeper
level.

According to the researchpresented in this section, anadequate theoryof
text comprehension requires researchers to dissect the linguistic properties
of the text, the abilities of the reader, and levels of text representation that
are involved. There are complex interactions among the three components,
and the mechanisms sometimes generated counterintuitive results. In the
next, final section of this chapter,we brieflydescribe three classes ofmodels
that have dramatically different views of comprehension mechanisms.

three classes of models of text comprehension

Three classes of text comprehension models have dominated the field of
discourse psychology during the last 20 years. These classes make radi-
cally different assumptions about the nature of the representations and the
processes that shape comprehension. It is beyond the scope of this chapter
to provide a comprehensive description of each model, but we do want to
convey the distinctive highlights of eachmodel and point out some of their
implications for problem solving. We call these three classes of models the
knowledge structure model, the construction integration model, and the
embodied cognition model.
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Knowledge Structure Models

The first class of models assumes that text representations and world
knowledge have highly structured compositional formats (Gernsbacher,
1997; Graesser & Clark, 1985; Kintsch & vanDijk, 1978; Schank & Abelson,
1977; Trabasso& Suh, 1993). The representations normally consist of nodes
(concepts, propositions) that are interrelatedbyanetworkof relations (such
as Is-a, Has-as-parts, Cause, Reason, Outcome). The course of comprehen-
sion consists of building the text representations by creating, modifying,
inserting, deleting, and reorganizing the nodes and relations. The pro-
cess of constructing these structures is accomplished by accessing world
knowledge from long-termmemory andusing this knowledge to guide the
construction of a specific text representation. The world knowledge can ei-
ther be generic knowledge or specific knowledge (e.g., a source problem in
the present context of problem solving). All of these constructive activities
take place in a limited capacity working memory.

World knowledge often comes in natural packages that organize its
components. Scripts are one class of world knowledge packages that have
received extensive attention (Graesser et al., 1998; Schank, 1999; Schank
& Abelson, 1977). A script organizes frequently enacted activities that are
performed in particular settings. For example, in a RESTAURANT script,
a customer enters a restaurant, is seated, looks over themenu, orders food,
and so on. There are typical props (e.g., table, chairs, menus), goals (cus-
tomerwants to get food,waiterwants to getmoney), and results (customer
is full). The goal-driven actions and events are at the heart of the scripts.
The sequence of actions is so stereotypical that many of the actions do
not have to be stated explicitly in order to be incorporated into the text
representation at the level of the situation model. For example, readers
may later remember that the “customer ate” even though this was inferred
rather than explicitly stated. Scripts are generic packages of information
that guide the readers’ attention, expectations, inferences, and interpreta-
tions of explicit text.

Current theories of script representation assume that scripts are flexible
and dynamic rather than being rigid action sequences (Schank, 1999). For
example, if you go to the doctor’s office and there is coffee available, you
might note this information and later remember it. If there is always coffee
available in the waiting room of the doctor’s office, “COFFEE” ends up
being part of your generic script. If there is also coffee routinely available
in the waiting room of the dentist’s office and the lawyer’s office, then
coffee ends up being part of your “WAITING ROOM” script.

There must be some way to access scripts. The way to access a script
from memory is through indexing (Schank, 1999; Schank & Abelson,
1995). An index is any specific piece of information that distinctively col-
ors the incoming information and associates it with a scripted memory
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representation. Breakdowns, salient contrasts, expectation violations,
norm violations, and other unusual occurrences are good candidates for
being indexes, but in principle an index can refer to objects, events, loca-
tions, beliefs, attitudes, or most other dimensions of reality. If we witness
the event that John spilled coffee all over Sarah in a restaurant, then the par-
ticular restaurant and other information about the scene would be forever
encoded in our memories, indexed by “the coffee spilling incident.”

Scripts provide insight into building representations from narratives
because most readers have the background knowledge to interpret a nar-
rative. However, solving problems from text is often a different story. Usu-
ally, readers do not have the requisite script knowledge. In fact, that is often
why most are reading in the first place. Furthermore, information is pre-
sented differently in expository and narrative texts. The goal in narrative
is to violate scripts to make them interesting. Think of a story with a causal
structure, but no conflict. For example, consider this literary artwork:

Shannon slowly got out of bed and got dressed.
She put on her blue jeans and flip-flops.
She drove to school.
She first had a meeting with Art.
Art was late because he had to get some coffee.
They talked about issues in problem solving.
Then, Shannon had a class.

Stories in which all schemas are not violated and in which all goals are
achieved and inwhich all predictable patterns aremet are boring, unmem-
orable, and unenlightening. Similarly, we would not predict that a text on
a working coffee machine will be particularly memorable for an adult (al-
though it probably would be novel for children). However, in the case of
adults, when the coffee maker breaks down, then a causal representation
will be formed that it is hoped can be applied to other situations. Script
theory assumes that learning really takes place when mistakes are made
and prior scripts are violated (Graesser et al., 1998; Schank, 1999).

Another theory of text representation that applies to problem solving
is the structure and alignment theory (Clement & Gentner, 1991). Accord-
ing to Clement and Gentner, the parts of two representations are put into
alignment based on structural similarities. This theory predicts that peo-
ple observe the systematicity principle: Systematic relations between two
representations are preferred over individual superficial features. There-
fore, inferences connected to the causal structure should be preferred over
inferences that are not connected to the causal structure. According to
this theory, it is the relational structure that is aligned, not the superficial
features. This is supported by the fact that people find it easier to state
differences between similar pairs of items, such as “kitten” and “cat” than
nonsimilar pairs of items, such as “kitten” and “newspaper” (Gentner &
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Markman, 1994). Also, people find it easier to generate category-based
inferences when they are connected to the causal structure, rather than un-
connected facts (Clement & Gentner, 1991; Lassaline, 1996; Wu & Gentner,
1998).

Wu and Gentner (1998) demonstrated that people prefer inferences that
originate from an explicit causal structure, rather than inferences that orig-
inate from shared independent features. The authors asked participants to
choose the stronger of two possible inferences from the following text:

The following facts are true of Animal A (the Attribute Base):
Has muscular forearms.
Has sensitive gums.
Has high risk for strokes.

The following facts are true of Animal B (the Causal Base):
Has an overactive thyroid.
Has an underdeveloped visual system.
An overactive thyroid causes an underdeveloped visual system.

The following facts are true about Animal C (the Target):
Has muscular forearms.
Has sensitive gums.
Has an overactive thyroid.

After reading this text, participants were given the following task:

Please infer only one property of Animal C:
Has high risk for strokes (Attribute Inference).
Has an underdeveloped visual system (Causal Inference).

Participants chose the causal inference significantly more than they chose
the attribute inference. The findings of this study support the systematicity
principle because participants weremaking inferences based on the causal
structure rather thanon thebasis of superficial attributes or shared features.

A related model was introduced by Forbus, Gentner, and Law (1994),
called the MAC-FAC (many are called, few are chosen) model. This model
attempts to explain retrieval based on similar features. This model pro-
cesses information in two phases. The first phase engages in a quick,
gross pattern-matching search that produces candidate matches. The sec-
ond phase uses a structure-mapping engine to detect structural similarities
among the items retrieved in the first phase. This model accounts for the
phenomena that structural commonalities areweightedasmore important,
yet superficial commonalities seem to be the basis of retrieval.

Another type of structuralmodel is theSituationalOperatormodel (Millis
et al., 2001). According to this model, situation models are built in a
piecewise fashion using basic operations, called situational operators. Some
of the basic situational operators include MAKE, REVISE, COMPARE,
MOVE/ADD, and, SHIFT. The Situational Operator model assumes that



222 Whitten and Graesser

one or more of these operators are executed when each sentence in a text is
comprehended. Each time one of these operators is executed, readers will
update their situationmodel accordingly inworkingmemory. Further, up-
dating the situation model will take time and resources from the limited
workingmemory. Consequently,workingmemory is taxed andprocessing
time increases as a function of the number of operators that are needed to
understand an incoming sentence. Millis et al. (in press) tested this model
by presenting participants with texts that described a machine and col-
lecting self-paced sentence reading times. The model was supported by
the fact that as the number of operations increased, the reading times in-
creased. In addition, the authors were able to show that these situational
operators correlated with other variables previously demonstrated to cor-
relate situationmodel construction. These variables included rereading the
text, comprehension ability, the presence of a test, and the presence of a
diagram.All of these variableswere shown to be influenced by the number
of situational operators.

Construction-Integration Model

In addition to structural models, there are connectionist models of text rep-
resentation. The most well known of these models is the construction-
integration, or CImodel (Kintsch, 1998). Actually, the CImodel is the best of
both worlds, combining symbolic expressions with connectionist weights.
The symbolic aspect of the model includes content words, explicit text
propositions, and propositions about world knowledge and the situation
model. In the sentence “The coffee machine has five parts,” there are four
content words (COFFEE, MACHINE, FIVE, PARTS) and three explicit text
propositions: (1)HAS (MACHINE, PARTS), (2) COFFEE (MACHINE), and
(3) FIVE (PARTS). One of the propositions in the situationmodel is WORK
TOGETHER (PARTS).

According to a connectionist (neural network) model, each of the nodes
above is a unit that is connected by weights. There are 8 units in total
(4 content words + 3 explicit propositions + 1 world knowledge proposi-
tion). These 8units collectively are connected by 8× 8 = 64weights, which
have values that vary from negative to positive. To understand how the
units are weighted, consider the explicit text propositions. Propositions 1
and 3would have a strong positive weight because of argument overlap, or
the degree to which two propositions share an argument; these proposi-
tions share the argument, PARTS. However, propositions 2 and 3 would
not have a strong connection (with a value approaching 0) because they
do not have a direct argument overlap. Propositions could also contradict
each other and be connected by negative weights.

According to the CI model, a representation is formed from the text in
two phases: the construction phase followed by the integration phase. The
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construction phase is a fast, dumb spreading activation process. During
this phase, the propositions in the explicit text activate related information
in memory, including relevant propositions from the previous text. For
example, suppose your text read

The coffee machine has five parts.
The most frequently broken is the filter.

From these 13 words you may activate 130 concepts. These concepts may
be only tangentially related, such as “hot” or “Starbucks” for the concept
“coffee.” Inaddition, concepts fromtheprevious text canbe reactivatedand
reinforced. Thus, the concept “filter” in the second sentencemay reactivate
the concept “coffee” or “part.”

During the integration phase, a process of spreading activation occurs
with the result of settling on a coherent meaning representation. In this
phase, weights are assigned via strength of activation. For example, “fil-
ter” may have a strong weight, “hot” may have a medium weight, and
“Starbucks” may have a very weak weight. The network settles on a co-
herent, integrated, stable representation after several cycles of spreading
activation. The final activation of each node is an index of how strongly it
has been encoded in the memory representation.

An important component of this model is the formation of macrostruc-
tures. The macrostructure refers to the global structure or topic structure
of the text, as opposed to the local structure or microstructure. Accord-
ing to the CI model, the formation of a macrostructure is a normal part of
text comprehension. Amacrostructure is formedwhen themicrostructures
within the text are organized hierarchically as a result of the integration
phase of processing.

The CI model of text representation is important because it accounts for
a large number of empirical findings that reflect text representation and
comprehension (Singer & Kintsch, 2001). For example, readers tend to re-
call those nodes that received the strongest level of activation as a result of
comprehension. Themodel predicts that readers are likely to remember in-
formation at the situation model level to a greater extent than the textbase
and surface code, with such differences being more pronounced after in-
creasing retention intervals. The CI model predicts that some information
in the explicit text is overlooked or suppressed during the reading of the
text because it is contradictory to the macrostructure. For example, Otero
andKintsch (1992) conducted a study inwhichparticipantswerepresented
with passages about superconductivity.Within the passagewas an explicit
contradiction: The passage first claimed that superconductivity has been
achieved only through cooling certain materials. A few sentences later, the
same paragraph claimed that superconductivity was achieved through in-
creasing the temperature of particular materials. Forty percent of the par-
ticipants in the study did not detect the contradiction, thus providing some
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support for the model’s claims about suppression and negative weights.
But more interesting, there were interactions between world knowledge
and the likelihood of detecting contradictions. With more world knowl-
edge, there are stronger connections within the situation model and to the
situationmodel, so contradictions can bedetected better. It should be noted
that the CI model is the only model in discourse psychology that can ac-
count for the complex interactions among text features, the reader’s world
knowledge, and levels of representation (Graesser et al., 1998; Mannes &
Kintsch, 1987; McNamara et al., 1996).

Embodied Cognition Model

A recent model of text representation is the embodied cognition model
(Glenberg, 1997). According to this model, instead of representing con-
cepts symbolically, we represent concepts according to what we can do
with them within the constraints of our bodies. In one sense, this theoreti-
calposition is compatiblewith those thatdissect themechanismof situation
model construction (Graesser, et al. 1994; Johnson-Laird, 1983; Millis et al.,
2001): Readers construct representations of what the text means in the real
world, not representations of the language itself. There is considerable ev-
idence in discourse psychology that supports such a claim. Any model of
text representationmust account for the fact that situationmodels preserve
not the surface code or syntax but the meaning message. What is unique
about the embodied situation model is that it assumes that readers con-
struct a very rich representation that incorporates details and constraints
about bodies moving in the world. In contrast, the constructionist theory
(Graesser et al., 1994) would not assume that these rich knowledge repre-
sentations are constructed while readers are reading 250 to 400 words per
minute, but might be made when there is extended study of the text and
when the reader has reading goals that are pitched at such fine-grained
embodiments.

According to Zwaan (1999), there are two points to be made in favor
of an embodied model of text representation: (1) There is more involved
in situation models than declarative knowledge, and (2) situation models
themselves are analogical representations, not symbolic representations.
Regarding the first point, it would be parsimonious to assume that theway
webuild situationmodels from text descriptions of objects and events is the
samewaywebuild representations of objects and eventswhenweperceive
and act in our environment. Thus, if a story describes a protagonist as being
in the center of the room, those objects that are closest to the center will
be more accessible (Franklin & Tversky, 1990). The second point addresses
the implausibility of symbolic, amodal representations. Consider a text
that reads “He spilled the scalding coffee all over his face.” This would
obviously be painful. You may have formed a very graphic depiction in
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yourmindwhen reading this sentence, or evenwincedwhen the imaginary
coffee touched your skin. Thismental representation is so rich that itwould
possibly take thousands of propositions to construct it. Therefore, themore
parsimonious explanation seems to be that the representation is amodal.

The embodimentmodel perhaps captures the core functions of language
and cognition. According to Glenberg (1997), the purpose of memory is
to serve action, which includes navigating through a dangerous world.
By remembering that coffee is hot, one can prevent oneself from getting
burned. Therefore, thememory of hot coffee guides one’s actions: Onemay
nowpick it up gently by the handle rather than grabbing the base. Barsalou
(1999) extends this idea to language comprehension. He hypothesizes that
language evolved to support future situated action rather than to catalog
facts.

Glenberg and Robertson (1999) reported a study that tested some of
the claims about embodiment. They tested a specific hypothesis called the
indexical hypothesis. That model assumes that experiential or perceptual
components are crucial to language comprehension, and that most words,
phrases, and propositions are indexed to objects, people, and events. To
test this hypothesis, the authors had participants learn about using a com-
pass and maps. There were four conditions. The first was a “listen only”
condition in which the participants heard an explanation of the compass
and map. The second was a “listen and picture” condition in which the
participants listened to the tape and saw pictures of the objects (such as
the compass) displayed on a screen. In the third condition, the “listen and
read” condition, participants first listened to the audiotape and then were
given the script of what they had just heard to read. The fourth condition
was the “listen and index” condition inwhich not only did the participants
receive a picture of the compass, but an agent’s hand would point to the
relevant parts and operations at the appropriate times during the audio.

The primary dependant variables were (1) a posttest, which tested gen-
eral archival knowledge, and (2) performance on a transfer task, in which
the participants had to utilize what they have learned. The transfer task
had participants actually navigate an area with the tools introduced in the
first phase and three step instructions for executing the task. The depen-
dant measures of this task were the correct performance of each step of the
instructions, the number of references the participant made to the script,
and the time it took to complete the transfer task. If the participants in
the reading and indexing condition performed better on the transfer task,
support would be provided for the indexical hypothesis.

The important comparison is between the listen and read condition and
the listen and index condition. There was no significant difference on the
posttest between these two conditions. However, there were differences
on performance of the transfer task. Participants in the listen and index
condition referred to the script less than half as much as those in the listen
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and read condition, a statistically reliable difference. They also took 25%
less time to read the transfer task. However, performance on the active
transfer tasks were far superior. Although reading and indexing may not
appear to have different effects on the standard, paper and pencil test,
there are differences in the application of the material. When the incoming
information can be indexed, participants aremore likely to be able to apply
that knowledge to real-world problems.

The embodiment model differs from a connectionist model or a struc-
tural model to the extent that it does not require a system of abstract
symbols to represent concepts. Instead, all concepts are represented ana-
logically in a fashion that caters to the constraints of the human body and
the world. The model appears to solve many of the standard theoretical
problems with the representation of concepts in memory (see Glenberg,
1997). However, it is too early in the testing phases of the model to know
whether it can explain a large bodyof data that apparently canbe explained
by previous models. For example, Kintsch’s CI model is able to account
for some three-way interactions among text, readers, and representations,
whereas it is not clear that the embodied theories will go the distance in
providing comparable explanations. Also the theories need more speci-
fication, as in the recent perceptual symbol theory recently proposed by
Barsalou (1999).

Much of the solutions to problems in everyday life is encoded in a text.
Like the case of the broken coffee machine, most of us need to look to
written instructions to guide our efforts in solving problems. Forming a
representation of that text is the key to solving the problem. This chapter
has reviewed the literature on text representation andmodels of building a
representation from text. One of the future research directions is to provide
more incisive tests between these theories in the context of solving real-
world problems.
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Motivating Self-Regulated Problem Solvers

Barry J. Zimmerman and Magda Campillo

Solving a complex problem requires more than mere knowledge; it re-
quires the motivation and personal resourcefulness to undertake the chal-
lenge and persist until a solution is reached. Classical theories of prob-
lem solving have emphasized the role of discovery or illumination as a
primary motive to learn, but contemporary research has uncovered an
array of highly predictive task- and performance-related motivational be-
liefs, such as self-efficacy, outcome expectations, intrinsic task interest, and
learning goal orientations. Unlike trait motivational constructs, such as the
need for achievement, these motivational beliefs change during the course
of problem solving, and a complete account of their role must describe
their interrelation with metacognitive and motor learning processes. Self-
regulation models of learning and performance have integrated metacog-
nitive, motoric, and motivational aspects of problem solving within a
cyclical structure.Wediscuss how these task- andperformance-relatedmo-
tivational beliefs instigate problem-solving efforts, and reciprocally how
these beliefs aremodified based on the outcomes of self-regulated solution
efforts.

This chapter begins with a description of the difficulties of problem
solving in formal and informal contexts, with particular focus on moti-
vational beliefs and associated behavioral processes. The limited concep-
tions of problem solving derived from research in formal contexts are dis-
cussed, and the need to broaden these conceptions to explain problem
solving in informal contexts is emphasized. Methods of problem solving
used by experts and their high levels of motivation are described, and a
model of self-regulated problem solving is presented that cyclically in-
tegrates numerous motivation beliefs and self-regulatory processes. Self-
regulation of problem solving in informal contexts, such as problem-based
learning, is considered, and research on the importance of motivational
beliefs and associated self-regulatory processes in learners’ develop-
ment of problem-solving skill is discussed. Finally, the instructional
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implications of a self-regulatory approach for enhancing problem solving
are considered.

expanding conceptions of problem solving

Problem Solving in Formal and Informal Contexts

Historically, researchers have studied human problem solving in formal
learning contexts, such as mathematical problems, verbal puzzles, or mo-
toric games, such as the Towers of Hanoi. These types of problems involve
a well-defined task with an exact solution, such as a crossword puzzle. All
necessary information is typically given, such as word clues in crossword
puzzles, andboundary conditions for solutionsare carefully specified, such
as the need to produce answers that are interdependent across rows and
columns in crossword puzzles. In addition to their clear definition, formal
problems are structured by their creators to be interesting, challenging, and
soluble.Word clues that aremundane, obvious, or insoluble are eliminated.
To become expert in solving formal problems, learnersmust become famil-
iar with the imposed limitations of formal contexts and develop solution
strategies that optimize performancewithin those contexts, such as using a
dictionaryor thesaurus to identify synonyms forword cluesor forpotential
answers. Because these formal problems are prespecified, solution skills,
such as problem sensitivity and self-definition, are not required (see exam-
ple below). Furthermore, because anticipation problems are structured to
be interesting and soluble, they are less dependent on noninterest sources
of motivation, such as perceptions of efficacy, outcome expectations, and
goal orientations, than are informal problems.

Unfortunately, formal contexts eliminatemany processes that are essen-
tial for solving informal problems that arise during the course of normal
human activity, such as problem anticipation, regulating open-ended task
contexts, seeking necessary information, development of high levels of be-
havioral competence, and multiple sources of motivation to sustain long-
term, recursive solution efforts. In informal contexts, a person may not be
sensitive to the presence of a problem that is implicit or subtle, such as the
first hint of a malfunctioning automobile. Often a person becomes aware
of informal problems only after adverse outcomes occur, such as when a
vehicle will not start. Problem anticipation is essential for navigating daily
problems under conditions that often appear benign, such as detecting
slight increases in ignition time to start the car. When solving problems in
informal contexts, learners must be able to cognitively anticipate potential
outcomes of various courses of action and behaviorally to restructure the
immediate problem context into a more conducive one, such as by seek-
ing out information that is missing. In the case of a malfunctioning car,
this could involve testing the battery to see whether it was maintaining an
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electrical charge. Learners in informal problem contexts often must tran-
scend initial boundary conditions before a solution can be attained, such
as leaving the drivers’ seat, opening the hood of a car, and checking for
signs of malfunctioning.

In informal contexts, learners often eschew formal symbolic solutions
to problems (Brown, Collins, & Duguid, 1989), such as attempting to see
whether the gas gauge of an automobile was functioning properly by cal-
culating the miles traveled since the last refueling. Instead, they use less
cognitively demanding behavioral procedures in a recursive manner, such
as trying various devices in the car’s tank to find one that successfully
measures the gas level. A high degree of motivation is required to solve
problems in informal contexts because solutions require repeated physi-
cal efforts. Solution efforts must often be repeated many times in order to
develop necessary behavioral skill. For example, fixing a malfunctioning
water pump of a car may require not only getting advice about possible
solutions but alsodevelopingmotoric skills, such asusingwrenches, to dis-
connect the old pumpand reconnect a newpump. Low levels of these skills
can require extended recursive efforts to solve the problem. For this reason,
professional mechanics are given extensive training and practice in choice
and use of wrenches. However, even skilled mechanics seldom solve var-
ious car problems purely cognitively but instead work their way through
the problem behaviorally – testing various solutions until one works. In
these informal problem contexts, learners’ solution efforts depend on one’s
anticipation of strategy outcomes (an outcome expectation), on one’s per-
ceived competence (a self-efficacy belief), or on one’s willingness to invest
time and effort in learning new skills (a learning goal orientation). Intrinsic
interest in knowing the details of an automobile’s functioning may be low
in a list of motivators to solve these problems.

Finally, it should bementioned thatwithmany informal problems, there
is often no exact solution. Instead, they require continuing adjustment of
one’s approach to shifting conditions, such as when drivers must decide
on how much pressure to apply to a brake pedal to stop a vehicle. The
solution to this informal problem depends on the speed and weight of
the vehicle, the quality of the tires, the wear on the brake pads, and road
conditions, amongother factors. In the informal problemcontext of driving
an automobile, drivers do not formallymeasure and calculate the effects of
these variables but instead use deceleration feedback from braking efforts
to increase or decrease their pressure on the brake pedal (Powers, 1998).
Thus, problem solving in informal contexts requires recursive behavioral
efforts, accurate self-monitoring, and adaptive self-reactions.

These differences in problem solving between formal and informal con-
texts are summarized in Table 8.1. Most problem-solving tasks involve
admixtures of formal and informal characteristics. Only the most formal
of problems will adhere to all criteria in column 2, and only the most
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table 8.1. Differences in problem-solving components in formal and informal
contexts

Problem Contexts
Problem-solving
components Formal (structured) Informal (unstructured)

Problem source Socially presented Personally anticipated/defined
Boundary conditions Constrained Open-ended
Solution resources Necessary information Necessary information sought

given
Types of solutions Formal cognitive Practical behavioral
Solution process Exact Recursive
Motivation source Intrinsic interest Self-efficacy, outcome

expectations, goal
orientation, intrinsic
interest

Behavioral competence Preexisting To be developed

informal of problems will adhere to all criteria in column 3. Students who
self-regulate their solution efforts benefit in both problem-solving contexts
but especially in informal contexts where high levels of motivation and
resourcefulness are needed.

Problem Solving by Experts and Novices

Some researchers have studied optimal problem solving by interviewing
expert problem solvers who were identified by their accomplishments,
high level of training, and/or teachers and coaches. In this research, ex-
perts’ problem-solving performance in their area of specialty was com-
pared with that of novices who had some familiarity with the tasks in
question but had performed poorly. The findings were striking. First,
experts possessed greater domain-specific knowledge about a task than
novices (Elstein, Shulman, & Sprafka, 1978; Simon, 1979). Experts ex-
celled mainly in their own domains and did not have greater knowledge
of general problem-solving strategies. For example, an expert cab driver
in one city will have no advantages in a different city where he or she
lacks knowledge of back streets and alleys to avoid traffic jams. Clearly,
the context-relatedness of one’s knowledge is important in developing
problem-solving expertise.

Second, expertsperceivedmeaningfulpatterns inaproblemthatnovices
missed because these novices could not analyze the information appropri-
ately. These experts redefined and classified problems that they encoun-
tered according to underlying principals, whereas novices classified prob-
lems on the basis of surface features of the task. For example, skilled judges
and lawyers detect important principles in legal documents that aremissed
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by novices (Lundeberg, 1987). There is evidence that experts perceive un-
derlying patterns more effectively because they organize their knowledge
more hierarchically than novices (Chi, Glaser, & Rees, 1982).

Third, experts performed very quickly with few errors. This occurred
because they could use their domain-specific knowledge to take strategic
short-cuts. Even if they could not solve the problem at the outset, their
short-cuts enabled them to reach a solution much more quickly (Chase &
Simon, 1973). Furthermore, the speed of problem-solving experts stemmed
from their automatized implementation of solution strategies, which freed
them to concentrate on the effectiveness of the strategies. Fourth, ex-
perts spent more time planning and analyzing problems than novices did
(Moore, 1990). Rather than plunging into an impulsive solution, experts
developed a plan reflectively that could fully address the problem. Fifth,
experts redefined and reinterpreted a problem task, whereas novices re-
sponded to the task without modifying the structure to match their own
existing knowledge (Resnick, 1985). Sixth, experts monitored their per-
formance more carefully, and understood the value of strategy use better
(Mayer, 1992). Experts used strategies to break a task into parts and to
solve each part sequentially (Bruning, Schraw, & Ronning, 1995), and this
allowed them to monitor their sequential progress more easily. By con-
trast, novices tried to deal with the task as awhole, which overloaded their
working memory and led to piecemeal solution efforts. The superior self-
monitoring by experts enabled them to determine whether their strategies
were working or whether they needed more fine-tuning (Voss, Greene,
Post, & Penner, 1983).

Finally, retrospective research studies of the development of expertise
(Ericsson&Charnes, 1994) have shown that an enormous amount of study
and practice time goes into the development of nationally recognized lev-
els of expertise in a wide array of problem-solving skills, such as chess,
music, dance, and athletics. Needless to say, high levels of motivation are
necessary to sustain the many hours of daily practice that are needed to
attain high levels of skill. Although most of the experts were attracted
to their particular skill because of a childhood interest, their commitment
to its development grew over time (Bloom, 1985). It is likely that additional
sources of motivation emerged to help sustain them when their initial
interest waned and fatigue or boredom occurred.

Pressley and McCormick (1995) have emphasized the role of self-
regulation in theproblemsolvingof experts.Despite receivinghigh-quality
formal training from others, experts had to become ultimately their own
teachers in order to succeed. They had to learn to keep themselves on
task and to guide their thinking through regulation of complex sequences
of procedures that are combined and coordinated with prior knowledge.
When prior knowledge did not fit the current situation, experts made
self-regulatory adjustments that produced new knowledge, which was
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then available for futurepurposes. “Self-regulated thinkingbuilds on itself,
with the self-regulated thinker always becoming abetter thinker” (Pressley
& McCormick, 1995, p. 108).

Clearly, experts display a distinctive profile of competencies when com-
pared with novices. Experts display greater use of hierarchical knowl-
edgewhen formulating strategic solutions, greater use and self-monitoring
of strategies, more accurate self-evaluation, and greater motivation than
novices. Much of this research emerged from retrospective interviews that
included problem-solving practice and performance in informal contexts.
The processes and motivational beliefs displayed by problem-solving ex-
perts appear remarkably similar to those described and studied by re-
searchers investigating self-regulated learning processes, which we turn
to next.

self-regulatory processes underlying problem solving

Self-regulation models seek to explain students’ proactive efforts to ac-
quire knowledge and skill, which includes problem solving in formal and
informal contexts where self-initiative and self-direction are paramount.
Self-regulation refers to self-generated thoughts, feelings, and actions that
are planned and cyclically adapted for the attainment of personal goals,
such as solving a problem (Zimmerman, 1998). The cyclical nature of self-
regulation stems from its reliance on feedback from prior performance
efforts to make adjustments during current efforts. Self-regulatory formu-
lations stress the importance of perceptions of personal agency to initially
motivate and sustain problem solvers (Zimmerman, 1989). Unlike views of
problem solving that focus exclusively onmetacognitive knowledge states
and deductive reasoning, self-regulatory views also stress the importance
of motivational self-beliefs and affective self-reactions, such as optimism
and fears (Zimmerman, 1996). For example, chess playersmay try to imple-
ment awell-known offensive strategy during a competitivematch butmay
abandon it if their confidence falters. To understand the role of motivation
as well as other self-regulatory processes underlying problem solving, we
present a social cognitivemodel of self-regulation below and describe how
self-regulatory processes and motivational beliefs guide problem solving
in informal as well as structured settings.

We suggest that all efforts to learn a new skill on one’s own involve a
form of problem solving, evenmotor learning tasks such as dart throwing.
Problem solving occurs with such tasks because self-regulated learners
must discover from performance feedback a strategy that is optimally
effective for them. In these informal problem contexts, exact solutions
are seldom possible because problem solving usually focuses on contin-
uing improvements rather than a final single outcome. For example, dart
throwers who seek to develop high levels of expertise must constantly
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Forethought Phase

Task Analysis
Goal setting

Strategic planning

Self-Motivation Beliefs
Self-efficacy

Outcome expectations
Intrinsic interest/value

Goal orientation

Self-Reflection Phase

Self-Judgment
Self-evaluation

Causal attribution

Self-Reaction
Self-satisfaction /affect

Adaptive/defensive

Performance Phase

Self-Control
Self-instruction

Imagery
Attention focusing

Task strategies

Self-Observation
Self-recording

Self-experimentation

figure 8.1. Phases and subprocesses of self-regulation.

refine their understanding of the task and must readjust their throwing
strategy to changing contextual and self-related conditions, such as audi-
ence noise or anxiety (Zimmerman & Kitsantas, 1997).

From a social cognitive perspective (Zimmerman, 2000), problem-
solving processes and accompanying beliefs fall into three cyclical self-
regulatory phases: forethought, performance, and self-reflection (see
Fig. 8.1). Forethought processes precede efforts to solve a problem and
set the stage for it. Performance phase processes occur during solution
efforts and influence attention and action, and self-reflection processes oc-
cur after solution performance efforts and influence a person’s response to
them. These self-reflections, in turn, influence forethought regarding sub-
sequent solution efforts, thus completing a self-regulatory cycle. Because
of its cyclical nature, this model can explain problem solving in informal
contextswhereproblemsolving is a continuingprocess, aswell as in formal
contexts.

Forethought Phase

Forethought processes fall into two major categories: (a) task analysis and
(b) self-motivation belief. A key form of task analysis is goal setting, which
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refers to deciding on the intended outcomes of a solution effort, such as
solvingagroupofdivisionproblems inmathematicsduringa studysession
(Locke & Latham, 1990). The goal systems of highly self-regulated individ-
uals are organizedhierarchically, such that strategyprocess and subprocess
goals serve as proximal regulators of more distal outcome goals (Bandura,
1991). Carver and Scheier (2000) envision process (or sequence) goals as
less abstract than outcome (or program) goals in their hierarchy. We al-
ready noted that expert problem solvers organize their task knowledge
hierarchically (Chi, Glaser, & Rees, 1982).

A second form of task analysis is strategic planning (Weinstein &Mayer,
1986). For a problem to be solved, learners need to select or create methods
that are appropriate for the task and setting. Solution strategies are sys-
tematic methods for solving problems. Appropriately selected problem-
solving strategies enhance performance by aiding cognition, controlling
affect, and directing motoric execution (Pressley, Woloshyn, et al., 1995).
For example, using an analogy between the problem situation and a fa-
miliar situation is a commonly used problem-solving strategy. Students
can solve a medical problem by comparing it to a military campaign,
such as by containing, isolating, and destroying a tumor just like an en-
emy regiment (Gick and Holyoak, 1980, 1983). The planning and selec-
tion of strategies requires on-going adjustments due to cyclical feedback
from earlier efforts, because no self-regulatory strategy will work opti-
mally on all tasks or occasions. As a learner draws closer to a solution
of a problem, the effectiveness of an initial strategy often declines to the
point where another strategy becomes necessary, such as the use of a new
analogy.

Problem-solving skills mean little if a person is not motivated to use
them. Underlying forethought processes of goal setting and strategic plan-
ning are a number of key self-motivational beliefs: self-efficacy, outcome
expectations, intrinsic interest or valuing, and goal orientation. Classical
theories of problem solving have emphasized the role of discovery as an
intrinsic motive to learn. This source of intrinsic interest refers to valuing a
task for its ownproperties, rather than to valuing a task for its instrumental
qualities ingainingother outcomes.Anexampleof intrinsic interest is play-
ing a piano for personal entertainment rather than for monetary rewards.
Initially, a number of cognitive theorists (Deci, 1975; Lepper & Hodell,
1989) hypothesized that extrinsic sources of motivation, such as monetary
rewards, would undermine the formation of intrinsic motivation; how-
ever, there is growing evidence that intrinsic and extrinsic sources addi-
tively improvemotivation (Zimmerman, 1985). Both sources ofmotivation
are included in the present formation (see outcome expectancies below).
An additional source of motivation is self-efficacy, which refers to personal
beliefs about having the means to learn or perform effectively (Bandura,
1997). Having knowledge and skill does not produce high-quality problem
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solving if people lack the self-assurance to use these personal resources.
The more self-efficacious people believe themselves to be, the more ef-
fort and persistence they will display (Bandura, 1997; Schunk 1984a).
This is especially important when people experience difficulty in attain-
ing solutions. Those who are self-efficacious will increase their solution
efforts, whereas those who are self-doubters will withdraw (Bandura &
Cervone, 1986).

A closely related source of motivation is outcome expectations, which
refer to beliefs about the ultimate ends of performance (Bandura, 1997). To
illustrate their interrelationshipusingmathematical problems, self-efficacy
refers to the belief that one can solve fraction problems on a test, and
outcomes refer to expectations about the consequences these solutionswill
produce, such as social acclaim as being “smart” or derision as being a
“geek.” A person’s willingness to engage and sustain his or her problem-
solving efforts depends on his or her self-efficacy beliefs about achieving
a solution.

Finally, students’ goal orientation during problem solving is another
source of self-motivation. A learning orientation (Dweck, 1988) – which
has been also labeled as a mastery (Ames, 1992) or a task goal orienta-
tion (Nicholls, 1984) – measures problem solvers’ focus on developing
competence rather than optimizing short-term performance. With a learn-
ing goal, individuals are oriented toward developing new skills, trying to
understand their work, improving their level of competence, and achiev-
ing a sense of mastery based on self-referenced standards. By contrast,
performance orientation is concerned with being able in comparison to oth-
ers and receiving public recognition for that ability (Ames, 1992). Learners
with this goal orientation seek to demonstrate their superior ability by
succeeding with little effort, surpassing others or normative-based stan-
dards. These learners firmly believe that learning is a means to an end,
not an end in itself, and that their self-worth stems from their level of
performance.

These motivational constructs are fundamentally social cognitive in
form, although they are linked theoretically to affective reactions, such
as satisfaction and anxiety. The constructs fall within the classic motiva-
tional domains of expectancy or value, such as outcome and self-efficacy
expectancies and intrinsic interest and goal orientation values. Unlike
achievement motivation theory, which also includes expectancy-value ele-
ments (McClelland, Atkinson, Clark, & Lowell, 1953), social cognitive the-
ories have excluded static unconscious motivational traits, such as need
for achievement. Because of their dynamic cognitive nature, social cog-
nitive motivational constructs are closely related to metacognitive ones,
such as planning and strategy use. These motivational constructs are pre-
dictive of persistence and effort during problem solving because they as-
sess beliefs about personal competence and value, whereas metacognitive



242 Zimmerman and Campillo

constructs are predictive of learning and solution methods because they
assess solution knowledge. A primary purpose of a self-regulation view of
problem solving is to integrate metacognitive processes, such as planning
and strategy use, and social cognitive motives, such as self-efficacy, in a
single comprehensive theoretical account.

Performance Phase

Performance phase processes have been grouped into two major classes:
self-control and self-observation. Self-control processes, such as self-
instruction, imagery, attention focusing, and task strategies, help learners
and performers to focus on the physical task and optimize their solution
effort. For example, self-instruction involves overtly or covertly describing
how to proceed as one executes a task, such as “thinking aloud”when solv-
ing a mathematics problem, and research shows that such verbalizations
can improve students’ learning (Schunk&Rice, 1985). Imagery, or the form-
ing of vivid mental pictures, is another widely used self-control technique
to assist encoding andperformance (Pressley 1977; Pressley&Levin, 1977).
For example, sport psychologists have taught competitive skaters, divers,
golfers, tennis players, and gymnasts to imagine successful executions of
planned routines in order to guide their learning and performance efforts
(Garfield & Bennett, 1985; Loehr, 1991).

A third form of self-control, attention focusing, is designed to improve
one’s concentrationandscreenoutother covertprocessesor external events
during problem solving. Expert performers report using a wide variety
of techniques to improve their attentional control, such as environmen-
tal structuring to eliminate diversions or slow-motion executing to assist
motor coordination (Mach, 1988). Volitional methods of control, such as
ignoring distractions and avoiding ruminating about past mistakes, are
effective in enhancing problem solving (Kuhl, 1985). Task strategies can
assist problem solving by reducing a task to its essential parts and reorga-
nizing them meaningfully. It will be recalled that expert problem solvers
reported extensive use of analysis and synthesis strategies (Bruning et al.,
1995).

The secondmajor class of performancephaseprocess is self-observation.
This refers to a person’s tracking of specific aspects of his or her own
performance, the conditions that surround it, and the effects that it pro-
duces (Zimmerman & Paulsen, 1995). Self-observation often seems trivial
when solving simple problems, because recall of prior attempts is easy.
However, when solving complex problems, naive self-observers are often
overwhelmed by the amount of information that must be tracked and re-
membered, and this can lead to disorganized or cursory self-monitoring.
As was noted above, problem-solving experts are able to selectively track
themselves, such as when chess experts encode their prior sequence of
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board positions and moves, and this enables them to make more fine-
grained adaptations than novices (Voss et al., 1983). Problem solvers who
set hierarchical process goals during forethought can self-observe more
effectively during performance because these structurally limited goals
provide greater focusing and reduce the amount of information that must
be recalled (Zimmerman & Kitsantas, 1997).

A number of features of self-observation influence its effectiveness dur-
ing problem solving. Feedback that is delayed in time precludes a person
from taking corrective action in a timely fashion, such as chess players’s
monitoring the seconds of contemplation for each “move” during a match
rather than after the match. Regarding the accuracy of self-observations,
individuals who fail to encode and recall their prior solution efforts can-
not adjust their strategies optimally. There is evidence that novice problem
solvers are likely to misperceive or inaccurately remember their solution
efforts (Voss et al., 1983). Self-recording can provide the learner with more
accurate information regarding prior solution attempts, structure that in-
formation to bemostmeaningful, andgive a longer database for discerning
evidence of progress of problem solution efforts (Zimmerman&Kitsantas,
1996).

Self-observation of one’s performance, especially in informal contexts,
can lead to systematic self-discoveryor self-experimentation (Bandura,1991).
When self-observation of natural variations in one’s task performance
does not provide decisive diagnostic information, people can engage in
self-discovery by systematically varying certain aspects of their function-
ing. For example, tennis players who are struggling with their serves may
increase their spin on the ball to see whether it will better clear the net
and land within the service area. Langer (1989) has concluded that experts
regularly vary even effective performances to enhance their concentration
and creative solutions. She calls this experimental approach to optimal
functioning “mindfulness.”

Self-Reflection Phase

There are two major classes of self-reflection: self-judgments and self-
reactions. Self-judgments involve self-evaluating one’s problem-solving
performance and attributing causal significance to the outcomes. Self-
evaluation refers to comparing self-monitored outcomes with a standard
or goal, such as when aspiring crossword-puzzle aficionados judge each
day’s newspaper puzzle–solving effort against their best previous effort.
It is relatively easy to judge the adequacy of one’s solution efforts when
they produce a single exact outcome, such as the answer to amathematical
problem. However, high levels of evaluative expertise are needed when
solution efforts produce recurring inexact outcomes, such as judging one’s
relative position to other swimmers at various points during a competition.
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Being ahead at the wrong points in the race can be disadvantageous. Ul-
timately, the adaptive quality of people’s problem solutions depends on
the accuracy of their self-evaluations (Zimmerman & Paulsen, 1995), and
knowing this, experts set challenging criteria for themselves (Ericsson &
Lehman, 1996).

There are four main types of criteria that people use to evaluate their
problem solving: mastery, previous performance, normative, and collabo-
rative.Mastery criteria are absolute indices of a solution, suchas comparing
a crossword puzzle solution with the author’s solution. Problem solving
in formal contexts often involves a mastery criterion of success. An advan-
tage of this criterion is it provides a consistentmeasure of personal learning
to judge one’s progress during problem solving. The use of process goal
hierarchies predisposes a problem solver to adopt a mastery criterion for
self-evaluation because this hierarchical specification of subgoals provides
a ready index of mastery.

When solving problems in unstructured informal contexts, self-
evaluation is more difficult. Under these circumstances, skilled learners
must often rely on nonmastery standards, such as comparisons of their
current performance with previous levels of performance, which are often
vagueordifficult to rememberunless records are kept. Bandurahas termed
these standards self-criteria (Bandura, 1997). For example, crossword afi-
cionados could judge their growing competence by comparing the number
of errors in their current solution effort with the previous day’s effort. Like
mastery comparisons, self-comparisons involve within-subject changes in
functioning, and as a result, they can highlight learning progress, which
typically improves with repeated practice.

Normative criteria for self-evaluating one’s problem solutions involve
social comparisons with the performance of others, such as classmates
or during a national competition. Awards are given at problem-solving
competitions, such as a medal at a spelling bee, on the basis of the order
of finishing. The winner is the person who comes in first regardless of
whether he or she spelled themost difficultwords in thedictionary.Among
the drawbacks of using normative criteria for self-evaluation is that they
heighten attention to social factors, which can distract from close attention
to the task. Another shortcoming is that social comparisons often tend to
emphasize negative aspects of functioning instead of the positive ones,
such as when a student loses the spelling bee despite having improved his
or her spelling skill in comparison to previous efforts. Coming in “second”
in a competition can produce strong negative self-reactions even when the
performance differences are trivial.

Finally, a collaborative criterion is used primarily in team problem-
solving endeavors (Bandura, 1991). Under these common but more com-
plex circumstances, success is defined in terms of fulfilling a particular role,
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such as serving as a member of an Academic Olympic team. The criterion
of problem-solving success for a “science expert” on the team is different
from that for a “humanities expert.”

Self-evaluative judgments are linked to causal attributions about the re-
sults of solution efforts, such as whether a failure is due to one’s limited
ability or to insufficient effort. These attribution judgments are essential
components of self-reflection, because attributions of errors to a fixed abil-
ity prompt learners to react negatively and discourage further solution
efforts (Weiner, 1979). Attributions of errors to solution strategies are es-
pecially effective in sustaining motivation during periods of solution (e.g.,
Zimmerman & Kitsantas, 1996, 1997), because strategy attributions sus-
tain perceptions of efficacy until all possible strategies have been tested.
Thus, poorly self-regulated problem solvers attribute their errors to un-
controllable variables, and highly self-regulated problem solvers attribute
errors to controllable variables. This emphasis on the controllability of
causes represents a recent shift in attributional research and theory, which
has historically emphasized internality and stability of causes (Weiner,
1985). Another emergent dimension in attribution research is intention-
ality (Weiner, 1986). Individuals who have the skill to solve a problem
may not use this source of control intentionally, and as a result, they will
not experience adverse affective self-reactions for poor results. Weiner
(1986) has suggested that perceptions of high controllability over adverse
outcomes can lead to a sense of guilt, whereas perceptions of low con-
trollability can lead to a sense of shame. For example, if students fail to
solve a problem despite intending to solve it, and if they attribute it to a
lack of ability (which is uncontrollable), they will experience shame and
dissatisfaction. This could lead to their withdrawal from further solution
efforts.

Therefore, attributions are not automatic outcomes of favorable or
unfavorable self-evaluations, but rather depend on prior motivational be-
liefs, such as perceptions of personal control (e.g., self-efficacy) or environ-
mental conditions that affect outcome expectations (Bandura, 1991). For
example, when basketball free-throw shooters miss a shot, those who are
self-efficacious are more likely to attribute it to insufficient effort or a poor
task strategy than those who are self-doubters (Cleary & Zimmerman,
2001). Task analysis processes also affect attribution judgments during
problem solving. People who plan to use a specific solution strategy dur-
ing forethought and implement its use during the performance phase are
more likely to attribute failures to that strategy rather than to low ability,
which can be devastating personally (Zimmerman & Kitsantas, 1997).
Because strategies are perceived as correctable causes of error, strategy
attributions protect problem solvers against negative self-reactions and
lead to a strategically adaptive course of subsequent action.
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There are two key forms of self-reactions to problem solution efforts:
self-satisfaction and adaptive inferences. Self-satisfaction refers to percep-
tions of satisfaction or dissatisfaction and associated affect regarding one’s
performance. Peoplewill pursue courses of action that result in satisfaction
andpositive affect andwill avoid those courses thatproducedissatisfaction
and negative affect, such as anxiety (Bandura, 1991). When learners condi-
tion their self-satisfactionon reaching their problem-solvinggoals, they can
direct their actions and persist in their efforts much better (Schunk, 1983c).
Thus, a person’s motivation stems not from the problem goals themselves,
but rather fromself-evaluative reactions to solution efforts.Aperson’s level
of self-satisfaction also depends on the intrinsic value or importance of a
problem task. For example, crossword aficionados will experience greater
dissatisfaction and anxiety if they fail to solve a puzzle than will casual
solvers.

The other form of self-reactions involves adaptive or defensive inferences,
which are conclusions about how one needs to alter his or her problem-
solving approach during subsequent efforts to reach a solution. Adap-
tive inferences direct people to new and potentially better solution efforts,
such as by choosing a more effective strategy (Zimmerman & Martinez-
Pons, 1992). When some problem solvers become too discouraged, they
will resort to defensive inferences, which serve primarily to protect them
from future dissatisfaction and aversive affect. Among the most insidi-
ous defensive self-reactions are helplessness, procrastination, task avoid-
ance, cognitivedisengagement, andapathy. Thesedefensive reactionshave
been referred to as “self-handicapping” because, despite their intended
protectiveness, they ultimately limit personal growth (Garcia & Pintrich,
1994).

Because of the cyclical nature of self-regulation, self-reactions to prob-
lem solution efforts influence forethought processes regarding further so-
lution efforts. For example, positive self-satisfaction reactions strengthen
self-efficacy beliefs about eventually solving the problem, enhance learn-
ing goal orientations (Schunk, 1996), and increase intrinsic interest in a
task (Zimmerman & Kitsantas, 1997). These enhanced self-motivational
beliefs form the basis for peoples’ sense of personal agency about con-
tinuing their cyclical self-regulatory efforts and eventually reaching a
solution. In contrast, self-dissatisfaction reactions reduce one’s sense
of efficacy and intrinsic interest in continuing problem solving fur-
ther. Thus, a cyclical social cognitive model seeks to explain the per-
sistence and sense of personal fulfillment of successful problem solvers
as well as the avoidance and self-doubts of unsuccessful ones. From
a cyclical social cognitive perspective, neither motivational beliefs nor
self-regulatory processes has causal priority; rather, both are linked in
bidirectional relationships (Schunk & Zimmerman, 1994). We suggest
this bidirectional link between self-regulation and motivation is key to
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understanding the origins of self-enhancing and self-defeating cycles of
problem solving.

Self-Regulation of Problem Solving in Informal Contexts

The role of self-regulation in problem solving has been studied in re-
search on problem-based learning (Evensen & Hmelo, 2000). This form
of learning, which has been used extensively in medical schools, involves
presenting practitioner problems to solve, such as medical case studies,
to small groups of students. Unlike medical students receiving traditional
teacher-controlled instruction, problem-based learners are encouraged to
select their own reference sources, tests to run, medicines to prescribe, and
outcomes tomonitor. Problem-based learning is generally informal in con-
text, except perhaps for the problem source, which can be selected by the
faculty (see Table 8.1). Problem-based learning researchers have studied
three classes of self-regulatory processes: identifying learning goals or ob-
jectives, pursuing learning in a self-directed manner, and self-evaluating
learning (Zimmerman & Lebeau, 2000). These classes of processes corre-
spond, respectively, to the forethought, performance, and self-reflection
phase processes of a cyclical model of self-regulation.

A cyclical phase analysis of problem solving in a medical practice can
be illustrated using the case study of an 8-year-old boy with a “breathing”
problem. In this informal context, the child’s family physician must sense
whether the child’s symptoms are abnormal and, if so, define the medi-
cal problem clearly (e.g., when and where breathing problems occur). In
terms of forethought, a hierarchy of possible causes must be considered
as diagnostic goals, and an appropriate medication strategy must be se-
lected. Regarding the physician’s motivation, he or she will reject medical
cases perceived to be beyond his or her level of self-efficacy and medical
caseswhere treatment options are unlikely towork, such as psychosomatic
causes. If the doctor tentatively diagnoses the disease as asthma, several
drugs may be prescribed. In terms of the performance phase, the boy will
be given the drugs and monitored daily using a peak flow meter, which
assesses constricted breathing. In terms of self-reflection, declines in lung
constriction must be evaluated by the doctor and attributed to the medica-
tions or to other factors, such as exposure to allergens. If the medications
are notworking satisfactorily, the physicianmust adapt themor, in extreme
cases, may discontinue treatment and refer the patient to a specialist. By
contrast, if the boy responds satisfactorily, the physician’s sense of self-
efficacy in managing the case will be strengthened, and the physician may
even raise his or her expectations regarding the eventual outcomes of ther-
apy. The physician’s adaptive inferences will guide his or her forethought
regarding improving themedication plan. Thus, solving problems in infor-
mal settings, such as a medical practice, depends on a physician’s cyclical



248 Zimmerman and Campillo

regulation of solution processes. It should also be noted that a patient’s
eventual control of a chronic disease, such as asthma, requires his or her
assuming personal regulation of the same cyclical processes (Zimmerman,
Bonner, Evans, & Mellins, 1999).

investigating motivational processes during
problem solving

As we noted, problem solving in informal contexts involves unique chal-
lenges, and as a result, learners must be motivated to develop additional
cognitive and behavioral skills in order to succeed. This review focuses on
the issue of how motivational beliefs lead to and depend on specific self-
regulatory processes. Although these studies deal with problems having
many formal features, such as teacher-presented mathematics or writing
tasks, they focus primarily on students’ methods of self-directed practice,
such as the setting of goals. These practice contexts have many informal
features, such as a focus on developing behavioral competence, strong
self-efficacy beliefs, and recursive efforts to solve problems as a class of
skills.

Goal Setting

There is evidence that students’ goal setting is closely linked to key sources
of self-motivation. Bandura and Schunk (1981) studied the impact of prox-
imal goal setting during mathematical problem solving on students’ per-
ceptions of self-efficacy and intrinsic interest in solving these problems.
Children were presented with sets of subtraction material, and one group
pursued a proximal goal of completing one set of problems during each
session. A second group was given a distal goal of completing all sets by
the end of all sessions. A third groupwas given the general goal ofworking
productively. Proximal goals increasedpersistenceduringproblemsolving
and led to the highest posttest subtraction skill and self-efficacy. Proximal
goals also increased the students’ free choice of working on mathemati-
cal problems, which is a measure of intrinsic interest in this task. These
outcomes show how proximal goal setting not only can enhance the qual-
ity and intensity of problem-solving performance but also can enhance
self-efficacy and intrinsic interest beliefs in cyclical fashion.

Schunk (1983b) also studied the relationship between goal challenge1

and mathematical problem solving when training a group of students

1 Schunk referred to the goal manipulation in this study as “goal difficulty,” but we prefer
the label “goal challenge” to emphasize the fact that the difficult goals in this study were
attainable. Difficult goals are not expected tomotivate students to exert greater effort unless
they are perceived as challenging but attainable.



Motivating Self-Regulated Problem Solvers 249

with deficient math skills. These students were assigned to one of two con-
ditions – high goal challenge and low goal challenge – and were asked to
solve several division problems. Students in the high goal challenge group
were encouraged to solve more problems than students in the low goal
challenge group.Half of the students in each goal groupwere given a social
comparison criterion, and the other half were given a mastery criterion to
self-evaluate their goal attainment. The social criterion specified that other
students like the learner could solve 25problems during a session,whereas
the mastery criterion specified that 25 problems was an attainable goal. It
was found that problem solvers in the high goal challenge group outper-
formed their peers in the low goal challenge group. These learners also
displayed significantly higher perceptions of self-efficacy. Self-evaluative
criteria interactedwith goal setting such that students who set challenging
goals andadoptedamastery criterion solvedmoreproblemsanddisplayed
higher self-efficacy than students in the other groups. This study suggests
that goals by themselves do not automatically enhance performance and
motivation. Rather, certain goal properties, such as proximity and chal-
lenge, influence problem-solving performance, self-reflection, and fore-
thought self-motivation for subsequent problem-solving efforts (Bandura,
1991).

Researchers have also studied hierarchical relations among problem-
solving goals. One such relation involves process and outcome goals.
Process goals focus on task solution strategies, whereas outcome goals
emphasize the final product of solution efforts (Schunk & Swartz, 1993).
Zimmerman and Kitsantas (1999) studied high school girls’ solution of
writing-revision problems that involved summarizing a series of kernel
sentences into a single sentence. For example, sentences such as, “The ball
is red,” “The ball is hard,” and “The ball rolled across the room,” could
be rewritten to say: “The hard red ball rolled across the room.” Although
girls in the experimental groups were all taught an effective strategy for
revising the sentences, they were asked to focus on different goals dur-
ing their problem-solving practice session. Students in the product goal
condition were told to minimize the number of words in their summary
sentences. Girls assigned to the process goal condition where told to focus
on practicing each of the writing strategy steps. In the hierarchical shift-
ing goal condition, girls started with a process goal and then changed to
outcome goals when the strategy was automatized. This study included a
wide array of self-regulatory measures, including postpractice measures
of task performance, self-efficacy beliefs, intrinsic interest, attribution, and
self-satisfaction.

It was found that students who shifted goals hierarchically outper-
formed theirpeers in theprocessgoal conditionwho, in turn, outperformed
individuals who used only outcome goals in the accuracy of problem
solutions. Shifting goals also produced higher self-satisfaction measures,
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self-efficacy beliefs, and intrinsic interest in the task than either static pro-
cess or outcome goals. Girls with shifting goals or with process goals
made significantly more attributions for unsuccessful practice attempts
to strategies, and these strategy attributions were highly predictive of sub-
sequent self-satisfaction reactions and self-efficacy and intrinsic interest
forethought beliefs. This study revealed a cyclical relation between goal
setting, writing performance, self-satisfaction reflections, and subsequent
forethought phase self-efficacy and intrinsic interest beliefs.

Self-Efficacy Expectations

The self-efficacy expectations of problem solvers can greatly influence
their motivation to persist in problem-solving efforts (Bandura, 1997;
Zimmerman,2000). ZimmermanandRingle (1981) exposedyoungelemen-
tary school children to an adult model who unsuccessfully attempted to
solve a wire-puzzle problem and who verbalized optimism or pessimism
about reaching a solution. Then the children were given a similar wire
puzzle to solve. The task used in this study involved separating two inter-
locked wires. Although it was not visually apparent, the wires were bent
close enough to prevent the puzzle from being solved, and this feature
made the puzzle a demanding test of the children’s persistence in achiev-
ing a solution. After attempting to separate the wires for up to 15minutes,
the youngsters were posttested for efficacy for eventually solving it. The
children were subsequently given an embedded word puzzle to assess
their transfer. Youngsters who observed the model make optimistic com-
ments about eventually solving the puzzle displayed higher perceptions
of self-efficacy and persistence in solving a similar wire puzzle than chil-
dren who observed a pessimistic model. Similar verbal optimism effects
were evident in the children’s perceptions of self-efficacy and persistence
in solving the embedded word puzzle.

Schunk, Hansen, and Cox (1987) investigated the effects of self-efficacy
and modeling on elementary school students’ learning to solve frac-
tion problems. Mastery models performed flawlessly from the outset,
whereas coping models gradually improved their performance. These
researchers expected the coping models to be especially beneficial to
students with a low sense of self-efficacy because these students will
perceive their own performances as similar to those of coping mod-
els. In this study, the peer-mastery model easily grasped the operations
and verbalized positive achievement beliefs, whereas the peer-coping
model initially made errors and verbalized negative coping states (e.g.,
“I need to pay attention to what I’m doing”). Eventually, the coping
model’s problem-solving behavior and verbalizations matched those of
the mastery model. Observing peer-coping models led to higher self-
efficacy for learning, more rapid problem solving during practice, higher
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posttest self-efficacy, and greater fraction skill than observing mastery
models.

Intrinsic Interest

Zimmerman (1985) studied the relationship between self-efficacy beliefs
and intrinsic interest of elementary school children. The influence of the
form and the meaning of rewards on self-efficacy and interest was in-
vestigated experimentally. Regarding the form of the rewards, tangible
rewards involved small amounts of money, and verbal rewards involved
statements of praise. Regarding the self-evaluativemeaningof the rewards,
a normative criterion indicated the child’s performance was “better than
most students,” whereas a performance criterion indicated approval for
merely working on the task. The problem task, the block design subtest of
the Wechsler Intelligence Scale for Children, requires learners to assemble
various blocks tomatch a visually illustrated solution. Normative rewards
were hypothesized to improve two measures of intrinsic interest: pupils’
perceptions of self-efficacy and free choice/valuing of the block design
task. It was found that normative rewards increased students’ self-efficacy
perceptions, free choice, and value ratings of this task more than did re-
wards for task completion. The form of the rewards (tangible vs. verbal)
was not significant, but the self-evaluative meaning of the rewards signif-
icantly improved the children’s self-efficacy beliefs and intrinsic interest.
These results reveal how self-evaluative information can influence self-
motivation for further problem solving.

Goal Orientation

Schunk (1996) studied the impact of goal setting and self-evaluation on the
achievement, self-efficacy, and goal orientations of average achieving ele-
mentary school children. A learning or task goal orientation assessed stu-
dents’ desire to independently understand and master general academic
work and a performance or ego goal orientation assessed students’ de-
sire to perform well on general academic work to please the teacher and
avoid trouble. The children receivedmodeled demonstrations of a strategy
for solving fraction problems and then had opportunities to practice their
problem-solving skills and self-evaluate the results. These students were
also given either a learning goal (i.e., learning how to solve the problems)
or a performance goal (i.e., solving all the problems). Schunk found that
setting goals affected students’ goal orientation beliefs as well as their per-
ceptions of self-efficacy and problem-solving achievement. He found that
setting learning goals significantly improved self-efficacy, achievement,
and learning or task goal orientations and decreased performance or ego
orientations.
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Strategy Use

It is well known (Schneider & Pressley, 1989) that teaching students to
use problem-solving strategies does not guarantee their continued use or
generalization to similar tasks unless other self-regulation processes and
a wide array of motivation beliefs are involved. Providing information
about when and where to apply a learned strategy and making sure that
students understand its utility are possible metacognitive factors that can
facilitate transfer (Pressley & McCormick, 1995), but what about the im-
pact of strategy utility information on students’ motivation? There is evi-
dence that strategy value information enhances perceptions of self-efficacy.
In research by Schunk and Rice (1987), children were shown a strategy
for discovering the main ideas when reading short passages of a com-
prehension test. Children in a first experiment received specific strategy
value information, general strategyvalue information, specificplusgeneral
information, or no strategy value information before learning. The specific
information focused on the value of the strategy to the task at hand; the
general information conveyed the value of the strategy to all reading tasks.
Students who received the combined specific and general information dis-
played higher self-efficacy beliefs and comprehension levels than students
in the other conditions, who did not differ.

In a second experiment, children received strategy value information
before problem solving, specific strategy effectiveness feedback during
problem solving, or the combination of strategy value and strategy ef-
fectiveness feedback. The feedback was designed to link the children’s im-
proved performance to their use of the comprehension location strategy.
Studentswho receivedcombined strategyvalueandeffectiveness feedback
treatment displayed significantly greater self-efficacy andproblem-solving
skills than students in the other conditions, who did not differ.

The impact of explicit strategies to solve problems in enhancing stu-
dents’motivation and achievement has beenwidely documented.Wehave
already discussed many studies (especially by Schunk and colleagues) in
which modeling was widely used to convey strategies and enhance self-
efficacy. One problem-solving strategy that has been singled out for in-
vestigation is self-instruction. Schunk and Cox (1986) taught students to
verbalize aloud subtraction steps during their solution of problems. Some
students verbalized the steps throughout all problems (i.e., continued ver-
balization), whereas other students verbalized aloud during the first half
of problem solving but not during the second half (i.e., discontinued ver-
balization). A third group did not verbalize. Continued verbalization led
to higher posttest self-efficacy and subtraction skill than discontinued ver-
balization or no verbalization. Although verbalization strategy training
improved students’ motivation and achievement, it apparently was not
internalized to a covert level in this study.
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Self-Monitoring

Schunk (1983c) studied the influence of self-monitoring onmotivation and
solution of subtraction problems with deficient elementary school chil-
dren. A self-monitoring group reviewed their work at the end of each
practice session and recorded the number of workbook pages they had
completed. A socialmonitoring2 group had their work reviewed at the end
of each sessionbyanadultwho recorded thenumberofpages completed.A
no monitoring control group practiced without self- or social-monitoring.
Schunk found that self- and social-monitoring groups displayed sig-
nificantly higher self-efficacy, persistence, and achievement, than the
no-monitoring group. The two progress monitoring groups did not differ
on anymeasure, and thus the presence of monitoring rather than the agent
of monitoring (self vs. social) was responsible for the enhanced problem-
solving achievement and motivation.

In thepreviouslymentioned studyby (ZimmermanandKitsantas (1999)
of writing-revision problems by high school girls, a second treatment was
included with goal setting: self-monitoring in the form of record keeping.
Half of the girls in the outcome goal condition were told to record the
number of words from the combined sentence in their practice examples,
and half of the girls in the process goal condition were told to record the
writing-strategy steps they used correctly. Half of the girls in the hierarchi-
cal shifting goal condition started recording writing-strategy steps used
correctly and then changed to recording the number of words from the
combined sentences after the strategy was automatized. Thus, the records
for process goal groups focused on strategy steps properly executed, and
the records for outcome goals focused on the total number of words of
each summary sentence. It was found that self-recording improved revi-
sion problem solving, self-efficacy beliefs, self-satisfaction reactions, and
intrinsic interest in the task regardless of the girls’ formof goal setting. This
study showed the cyclical impact of self-monitoring on problem-solving
success, self-satisfaction reactions, and subsequent forethought phase
self-efficacy and intrinsic interest.

Self-Evaluation Judgments

Schunk and Ertmer (1999) studied the role of self-evaluation in conjunc-
tion with goal setting with college students enrolled in a computer appli-
cations course. Four types of strategies were taught for solving various
Hypercard problems. These strategies focused on four key dimensions of
self-regulation (Zimmerman, 1994): motives (e.g., find ways to motivate

2 Schunk referred to the adult monitoring condition as external monitoring, but we have
chosen the label social monitoring to convey the social nature of this support.
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myself to finish a lab project even when it holds little interest), methods
(e.g., locate and use appropriate manuals when I need to accomplish an
unfamiliar computer task), performance outcomes (e.g., set specific goals
for myself in this course), and social/environmental resources (e.g., find
peers who will give critical feedback on early versions of my projects). At
the start of each of three laboratory sessions, some students were given a
goal of learningvariousHypercard tasks,which coincidedwith theunit ob-
jectives, whereas other students were given the performance goal of doing
their work and trying their best. At the end of the second session, students
assigned to the self-evaluation condition evaluated their progress in ac-
quiring Hypercard skills, and at the end of the project, all students were
posttested. Adopting learning goals led to higher self-efficacy, strategy
competence, and strategy use than adopting performance goals (without
self-evaluating).Goal setting interactedwith self-evaluation: Studentswith
learning goals without self-evaluating judged their self-efficacy higher
than did students with performance goals who self-evaluated. Clearly,
students who were focused on their performance success were adversely
affected when they self-evaluated.

Attribution Judgments

The role of attribution judgments inmotivating and guidingmathematical
problemsolvinghasbeen studiedextensivelybySchunkandhis colleagues
(Schunk, 1983a, 1984b; Schunk & Cox, 1986; Schunk & Rice, 1987). For
example, Schunk (1983a) gave students one of four types of feedback for
positive problem-solving outcomes: ability, effort, ability plus effort, and
none. Ability feedback took the form, “You’re good at this,” whereas effort
feedback took the form, “You have been working hard.” During problem-
solving practice, students received one of the four types of attribution
feedback and thenwereposttested for subtraction skill, self-efficacybeliefs,
and self-perceived effort. Schunk found that ability feedback promoted
self-efficacy and skill more than did the other three conditions. Students
in the effort and ability-plus-effort conditions outperformed those in the
control condition in subtraction skill. Students given effort feedback (i.e.,
effort alone and ability plus effort) judged their expenditure of effort to
be higher than students in the ability group who, in turn, significantly
surpassed the effort of students in the control group.

An important point to consider when interpreting Schunk’s investi-
gations is the fact that attribution feedback was given for positive out-
comes rather than negative ones. By contrast, the study by Zimmerman
and Kitsantas (1999) focused on attributions for negative outcomes for
an important reason. Attributing successful outcomes to one’s ability en-
hances students’ learning and self-efficacy beliefs better than attributing to
mere effort because students prefer to believe their success is a permanent
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personal characteristic rather than a fleeting quality of their efforts. How-
ever, the critical issue to self-regulation of problem solving is sustaining
effort in the face of repeated negative feedback, and in these cases, strat-
egy attributions have been found to improve self-efficacy and problem
solutions more than effort or ability attributions because strategy attribu-
tions sustain hope until all possible strategies have been tested and found
wanting.

educational implications

Because problem solving requires high levels of self-motivation and self-
regulatory skill, dysfunctions in either area will diminish people’s solu-
tion efforts. With regard to motivation, when learners are unwilling to
undertake or to persist in problem solving, it is important for teachers
to determine whether such learners are deficient in self-efficacy, outcome
expectations, intrinsic interest, learning goal orientation, or some combi-
nation of these beliefs. Distinctive pedagogical interventions are required
to remedy deficiencies in each type of motivational belief. For example,
students who are inefficacious need to have their self-efficacy reassured,
whereas students who are unaware of the benefits of potential outcomes
need to know them (Schunk, 1983b, 1983c). Students who do not value a
task for its intrinsic qualities can benefit from social models who express
preference for or interest in a task (Zimmerman&Koussa, 1979). However,
these boosts inmotivationwill be short-livedwithout enhancing students’
self-regulatory control of the solution processes as well (Bandura, 1997;
Zimmerman, 1995).

There is evidence that problem solvers with little self-regulation have
difficulty focusingonkeyelementsofproblems, envisioningsolutiongoals,
and self-monitoring their progress (DeCorte, Verschaffel, & Op ‘T Eyne,
2000). These shortcomings lead cyclically to faulty self-evaluative judg-
ments and adverse attributions. This deficient self-regulatory sequence
undermines all forms of self-motivation. To develop committed and suc-
cessful problem solvers, educators need to capitalize on the cyclical rela-
tionship between motivational beliefs and self-regulatory processes. For
example, when analyzing problems in either formal or informal contexts,
learners need to identify themajor problem elements and use that informa-
tion to estimate possible solutions.Without a clear sense of the end point in
the problematic task, learners are unable to self-monitor and self-evaluate
attempted solutions accurately. Although the process of estimating solu-
tions has often been emphasized by national groups of math instructors
(e.g., National Council of Teachers of Mathematics, 1989), teachers seldom
incorporate estimation training into their instruction, and few students
spontaneously acquire this skill on their own.Anadditional self-regulatory
capability involves the use of specific strategies rather than amorphous
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discovery to solve problems. Although discovery learning can lead to
effective solutions for problems, it is usually unsystematic, and when it
fails, learners tend to ascribe causation to their ability rather than to their
technique. By contrast, students who envision problem solving in strate-
gic terms make more systematic changes in solution efforts and attribute
causation to their strategy choice (Zimmerman & Kitsantas, 1997). In this
way, students’ use of effective self-regulatory techniques has been shown
to have a major impact on self-motivational processes that underlie their
commitment to attain a solution to a problem.

How can teachers foster greater self-regulation of problem solving?
We recommend initially the use of instructional models, such as peers
or teachers, to demonstrate application of self-regulatory techniques and
provide supportive feedback. These social models can show students how
to set goals, focus on the relevant information, estimate solutions, select
or construct strategies, interpret the results, and modify their future ef-
forts. According to a social cognitive perspective (Zimmerman, 2000),
these problem-solving skills can be acquired most effectively by training
conducted according to a four-level hierarchy. First, a observation level of
problem-solving skill is attained when observers induce the underlying
strategy from a model’s performance and can predict further moves ver-
bally before the model actually displays them. Second, a emulation level of
problem-solving skill is attained when observers can emulate the strategy
with verbal guidance and feedback from the instructor. Third, a self-control
level of problem-solving skill is attained when observers can apply the
model’s strategy on similarly structured problems on their own. Fourth, a
self-regulation level of problem-solving skill is attained when observers can
adapt the model’s solution strategy to unstructured (informal) problems
on their own. Thus, problem-solving skill is most easily acquired from so-
cial sources – namely, a model who can provide feedback – and then is
shifted to self-directive sources in similarly structured contexts before it
is adapted to unstructured contexts. There is evidence that the motivation
and problem-solving skill of learners who follow this four-step process are
superior to those of learners who skipped steps (Zimmerman & Kitsantas,
1997, 1999; Kitsantas, Zimmerman, & Cleary, 2000).

conclusion

Historically, researchers have given relatively little attention to the role of
motivation and personal resourcefulness in explaining problem-solving
efforts. We believe that this limitation is in part due to researchers’ preoc-
cupation with studying problem solving in formal contexts where prob-
lems are structured to be clear, interesting, and soluble. Problem solving
in informal contexts involves unique challenges, and it requires additional
cognitive and/or behavioral skills and sources of motivation to succeed.
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These skills include anticipating and defining implicit or subtle problems
and transcending initial boundaries of problem contexts. In addition, prob-
lem solvers in informal contexts need high levels of motivation to sustain
recursive behavioral efforts. When researchers have examined the pro-
cesses that expert problem solvers use in informal contexts as well as for-
mal ones, there is evidence of high motivation and widespread use of
self-regulatory processes.

Current research on self-regulation of learning has sought to identify
key sources of motivation during problem-solving in a variety of contexts,
and a cyclical problem-solving model was presented involving three se-
quential phases: forethought, performance, and self-reflection. The inter-
dependency of self-regulatory processes and associatedmotivation beliefs
within these three phases was described, and research documenting these
cyclical relations was summarized. Performance phase processes, such
as strategy use and self-monitoring, and self-reflection phase processes,
such as self-evaluating, attributing causation, and self-satisfaction reac-
tions, have significant impact on self-motivational beliefs, such as self-
efficacy judgments, outcome expectations, intrinsic task interest, and goal
orientations. Research on self-regulation of problem solving in informal
contexts, such as problem-based learning in medical schools and practice,
has demonstrated the importance of self-regulatory processes and asso-
ciated sources of motivation. Finally, the pedagogical value of a cyclical
phase model in developing self-sustaining motivation during solution ef-
forts was discussed along with research showing the effectiveness of a
hierarchical sequence of social and self-directed training levels. This body
of research has clearly demonstrated that effective problem solvers need
more than mere knowledge about a problem task to succeed; they need
high levels of motivation, metacognition, and motoric competence. When
these components of problem solving are self-regulated cyclically, learners
will experience the heightened sense of personal agency that can sustain
long-term solution efforts.
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Feeling and Thinking: Implications
for Problem Solving

Norbert Schwarz and Ian Skurnik

introduction

Consistent with the classic juxtaposition of reason and emotion, moods
and emotions have long been assumed to interfere with problem solving.
Recent advances in psychology’s understanding of the interplay of feeling
and thinking suggest a more complex story: Positive as well as negative
moods and emotions can facilitate as well as inhibit problem solving, de-
pending on the nature of the task. Moreover, the same feeling may have
differential effects at different stages of the problem-solving process. In ad-
dition, nonaffective feelings, such as bodily sensations and cognitive expe-
riences (e.g., fluency of recall or perception), may also influence problem
solving, often paralleling the effects observed for affective feelings. This
chapter summarizes key lessons learned about the interplay of feeling and
thinking and addresses their implications for problem solving. To set the
stage, we begin with a summary of key elements of the problem-solving
process.

elements of problem solving

In the most general sense, “a problem arises when we have a goal – a state
of affairs that we want to achieve – and it is not immediately apparent
how the goal can be attained” (Holyoak, 1995, p. 269). Consistent with
the spatial metaphors of ordinary language use, where we “search for a
way to reach the goal,” “get lost” in a problem, meet “roadblocks” or
have to “backtrack,” problem solving is typically conceptualized as search
through a metaphorical space (Duncker, 1945). The problem space (Newell
& Simon, 1972) consists of an initial state, a goal state, and a number of
intermediate states. Sets of operators serve to move from one state to another,
and additional path constraintsmay impose limits on the paths to solution.
“The relative ease of solving a problemwill depend on how successful the
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solver has been in representing crucial elements of the task environment
in his problem space” (Simon, 1978, p. 276).

Attempts to search the problem space by examining all possible oper-
ator sequences quickly exceed individuals’ computational abilities due to
combinatorial explosion. Hence, people typically rely on heuristic search
strategies, attending only to a small number of alternatives that they deem
promising. The choice of proper heuristics on the basis of knowledge about
the problem domain is at the heart of intelligent problem solving, and ex-
pertise in a domain can be conceptualized as “the acquisition of knowledge
that restricts the need for extensive search” (Holyoak, 1995, p. 271). This
knowledge allows experts to organize elements of the problem situation
into meaningful chunks (e.g., Chase & Simon, 1973) and to draw on pat-
terns of relations between problem elements that facilitate the transfer of
knowledge acquired in one situation to a related one (e.g., Holyoak &Koh,
1987). As we see below, moods and emotions have been found to influence
whether people spontaneously adopt a top-down, knowledge-driven or a
bottom-up, data-driven strategy of information processing (e.g., Bless &
Schwarz, 1999) and may hence influence howwe represent a problem and
search the problem space. Moreover, the affective connotations of a prob-
lem, as well as the problem solver’s affective state, may influence which
knowledge becomes accessible inmemory to serve as input into analogical
problem-solving strategies (e.g., Hesse, Kauer, & Spies, 1997).

AsHolyoak (1995, p. 285) noted, “the search perspective seemsmost ap-
propriate when the problem solver has a clear goal, understands the initial
state and constraints, and knows exactly what operators might be useful.”
Most of the problems we face in daily life, however, are of a different qual-
ity. They are ill-defined (Reitman, 1964) and lack a clear definition of one or
more of the crucial components of the problem space. In this case, people
face decisions that have received little attention in the cognitive literature:
Is the current state bad enough to warrant some action? Is the goal attain-
able and do I have the resources to do so? Is the solution I have in mind
“good enough”? These assessments are likely to be profoundly influenced
by people’s affective states, as we see below.

The remainder of this chapter addresses these possibilities in some
detail. Before we turn to the influence of moods and emotions on
human reasoning, however, it is useful to introduce some terminological
distinctions.

affect, moods, and emotions

Affect is often used as a synonym for emotions but can also simply refer
to valence. While all moods and emotions are affective, not all affective
things are moods or emotions. Thus, a formal reasoning problem may be
embedded in material that has a positive or negative affective tone, yet this
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manipulationwould not necessarily induce a corresponding emotional ex-
perience in the problem solver. In contrast, mood and emotion refer to sub-
jective states that have an experiential, cognitive, and physiological com-
ponent. Emotions are thought to reflect the ongoing, implicit appraisal of
situations with respect to positive or negative implications for the individ-
ual’s goals and concerns (e.g., Arnold, 1960). They have a specific referent
(what we feel emotional about), and are usually characterized by a short
rise time, high intensity, and limited duration. The concept ofmood, on the
other hand, refers to the feeling state itself when the object or cause is not
in the focus of attention. In fact, people are often unaware of the causes of
theirmoods, whichmay includeminor events (such as finding a dime; e.g.,
Isen, 1987) as well as background variables such as a lack of daylight or ex-
ercise (see Thayer, 1996). Hence, moods lack a specific referent and usually
come about gradually, are of low intensity, andmay endure for some time.
These differences are apparent in ordinary language use when we say that
we are afraid “of” or angry “about” something, but “in” a good mood. As
a result, emotions draw our attention to the eliciting event and are likely to
interrupt other ongoing activity. Moods, on the other hand, remain in the
background, and it is this diffuse and unfocused quality that accounts for
their pervasive influence, aswe see below (formore detailed discussions of
these conceptual distinctions, see Clore, Schwarz, &Conway, 1994; Morris,
1989; Schwarz & Clore, 1996).

In addition to these affective feelings, bodily sensations such as arousal
or proprioceptive feedback can serve as a source of information that influ-
ences human information processing (for a review, see Schwarz & Clore,
1996). Finally, cognitive activity is accompanied by cognitive experiences,
such as the experience of ease or difficulty of recall (e.g., Schwarz, 1998)
or perceptual fluency (e.g., Jacoby, Kelley, & Dywan, 1989), which exert
an influence on information processing in their own right. Unfortunately,
these cognitive experiences are beyond the scope of the present chapter.

In numerous studies, affective feelings have been found to influence
evaluative judgment, the spontaneous adoption of different strategies of
information processing, and the material that is likely to be retrieved from
memory. We address each of these aspects in turn.

feelings and evaluations

Unless we are explicitly asked to solve a problem presented to us, the first
step in the problem-solving sequence is to identify whether there is a prob-
lem at all. If there is, we need to evaluate the feasibility of different paths
to a solution in light of our resources and need to evaluate the outcome of
different steps along the way. If the problem is ill-defined, it may not be
obviouswhetherwe reached a solution, andweneed todeterminewhether
a given candidate is “good enough” to terminate the process. Our feelings
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at the time may profoundly influence our conclusions at each of these
steps.

Moods

Numerous studies have demonstrated that individuals evaluate nearly
anything more positively when they are in a happy rather than sad mood,
ranging from consumer goods and the state of the economy to the quality
of their lives (see Clore et al., 1994; Forgas, 1995; Schwarz & Clore, 1996
for reviews). In most studies, moods have been experimentally induced
by minor events (e.g., finding a dime or receiving a cookie), by exposure
to valenced material (e.g., watching a sad video or recalling a happy event
fromone’s past), or bynatural circumstances (e.g., sunnyor rainyweather),
with similar results across different manipulations.

The impact of moods on judgment has been traced to two different pro-
cesses. One approach (to be addressed in more detail in a later section)
assumes that being in a happy (or sad) mood increases the accessibility
of positively (or negatively) valenced material in memory, resulting in a
mood-congruent database on which the judgment is based (e.g., Bower,
1981; Forgas, 1995; Isen, Shalker, Clark, & Karp, 1978). An alternative ap-
proach (Schwarz & Clore, 1983, 1988) assumes that individuals may sim-
plify the judgment task by asking themselves, “How do I feel about this?”
Indoing so, theymaymisread their preexistingmood state as their affective
response to the target of judgment, resulting in more positive evaluations
under happy rather than sadmoods. If so,mood effects on evaluative judg-
ment should not be obtained when the informational value of the mood
for the judgment at hand is called into question.

Several studies support this prediction (for a review, see Schwarz &
Clore,1996). For example, SchwarzandClore (1983) calledpeopleon sunny
or rainy days and asked them to report their life satisfaction. Not surpris-
ingly, they reported higher general life satisfaction when they were in a
good (sunny days) rather than bad (rainy days) mood. More important,
this difference in life satisfaction was eliminated when the interviewer
asked as a private aside, “Before we begin, how’s the weather down there
where you live?,” thus drawing respondents’ attention to a transient cause
of their current mood. Note that such discounting effects (Kelley, 1972)
are incompatible with the assumption that mood effects on judgment are
mediated by mood-congruent recall. The interviewer’s remark only dis-
credits the implications of one’s current feelings, but not the implications
of any happy or sad life events that may have come to mind. Accordingly,
findings of this type demonstrate that feelings can serve as a source of in-
formation in their own right, unless their informational value is called into
question. For this reason, the influence of moods is more pervasive than
the influence of emotions. Given that emotions have a specific referent,
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they inform us about our response to this particular referent, whereas the
diffuse nature of moods facilitates their misinterpretation as an apparent
response to a wide range of different targets of judgment (e.g., Keltner,
Locke, & Audrain, 1993).

In sum, moods can influence evaluative judgments either by serving
as a source of information in their own right or by influencing what
comes to mind. In either case, individuals arrive at mood-congruent
evaluations.

Implications for Problem Solving

The reliable emergence of mood effects in evaluative judgment suggests a
number of hypotheses that have received little attention in the problem-
solving literature.

Is There a Problem?
Aproblemariseswhenweperceive adiscrepancybetween the current state
and a goal state and it is not immediately apparent how the discrepancy
can be eliminated. Whether happy or sad moods are likely to increase the
perceived discrepancy depends on whether the mood is brought to bear
on the evaluation of the current state or of the goal state.

First, assume that people draw on their mood to evaluate the current
state. In this case, being in a bad mood should result in a more negative
evaluation of the current situation, and hence a larger perceived discrep-
ancy to the goal state. In fact, the respondents in Schwarz and Clore’s
(1983) weather experiment reported a higher desire to change their lives
when they were called on a rainy rather than sunny day – a desire that
presumably reflects that they identified a discrepancy that presents a clas-
sic ill-defined problem, namely, “improving one’s life.” As Runco (1994)
noted, dissatisfaction with the current state is an important instigator of
creative problem solving, and judgments of (dis)satisfaction are reliably
influenced by people’s mood (e.g., Keltner et al., 1993; Schwarz & Clore,
1983; Schwarz, Strack, Kommer, & Wagner, 1987).

Conversely, assume that individuals bring their mood to bear on the
goal state. In this case, being in a good mood would increase the per-
ceived attractiveness of the goal, again increasing the perceived discrep-
ancy. Thus, negative as well as positive moods may increase the perceived
discrepancy, depending on whether the mood is brought to bear on the
evaluation of the current state or of the goal state. Influences of this type
are difficult to observe in the laboratory, where the sheer fact that a task is
presented conveys that something needs to be done (see Schwarz, 1996),
thus eliminating the need to identify whether there is a problem in the first
place.
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Am I Likely to Attain the Goal?
Having detected a problem, individuals are unlikely to tackle it when they
think that the goal is unattainable in light of their resources. A consid-
erable body of research indicates that individuals in a happy mood are
more optimistic about their resources, and less likely to expect major ob-
stacles, than individuals in a sad mood (e.g., Brown & Mankowski, 1993;
Johnson & Tversky, 1983). Hence, individuals in a positive mood may be
more likely to initiate problem-solving strategies. This tendency is further
compounded by sad individuals’ tendency to set higher performance stan-
dards for themselves. At first glance, this tendency is surprising in light
of sad individuals’ pessimistic assessment of the necessary resources. Yet
when theyask themselves, “Howsatisfiedwill I bewhen I reach this goal?,”
the answer is negative, resulting in upward adjustments of the goal (e.g.,
Cervone, Kopp, Schauman, & Scott, 1994). As a result, sad individuals set
higher goals and are less optimistic that they can achieve them, resulting
in a decreased likelihood of action initiation.

How Am I Doing?
While working on the problem, individuals have to assess the quality of
their performance: Are they getting closer to the goal or not? Unless the
criteria for intermediate states are well defined, people may again draw
on their apparent affective response in making this assessment. Consis-
tent with the negative impact of moods on satisfaction judgments, sev-
eral studies indicate that individuals in a bad mood are likely to evaluate
their performance more negatively than individuals in a good mood (e.g.,
Hirt, McDonald, & Melton, 1996; Martin, Ward, Achée, & Wyer, 1993). In
response to this negative assessment, they keep searching for a better so-
lution, whereas happy individuals are satisfied and terminate the search
process. As a result, we may expect that happy individuals are more likely
to settle for a suboptimal solution, but are more satisfied with it, than sad
individuals, who strive for a better solution but remain dissatisfied with it
nevertheless.

As Martin et al. (1993; see also Martin & Stoner, 1996) demonstrated,
however, this prediction holds only when a performance criterion is used as
the termination criterion, as is likely to be the case for everyday problems
of real world importance. In other cases, people may not ask themselves
how well they are doing, but how much they enjoy working on the task.
Many of the intellectual problems presented in laboratory settings may
lend themselves to this criterion in the absence of instructions that ensure
perceived relevance to a personal goal.When an enjoyment criterion is used,
being in a goodmood indicates that the task is fun, whereas being in a bad
mod indicates that it is not. Accordingly, happy individuals keep going,
whereas sad individuals terminate the task under this criterion, as Martin
et al. (1993) observed.
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We surmise that contingencies of this type account for many of the
apparently inconsistent findings in the literature on mood and problem
solving. The answer to the apparently simple question, “Does being in
a good mood increase or decrease effort expenditure?” is a resounding
“It depends” (Martin et al., 1993): When the task is framed in a way that
evokes a performance criterion, being in a goodmood decreases effort; yet
when it evokes an enjoyment criterion, being in a good mood increases
effort. Unfortunately, which criterion is evoked may depend as much on
the general introduction or contextual cues as on the task itself, rendering
it difficult to determine from sketchy methods sections what might have
been going on in a given study.

Accepting a Solution
One implication of the preceding discussion is that happy individuals
should be more likely to follow a satisficing strategy (Simon, 1967), ac-
cepting the first satisfactory solution they generate. In contrast, individu-
als in a sad mood should be more likely to follow an optimizing strategy,
reflecting that they are less likely to be satisfied with any given solution
(cf. Kaufmann & Vosburg, 1997).

Summary
As this selective discussion indicates, problem solving entails a large num-
ber of evaluative judgments, of which we addressed only a few. In light
of the pervasive influence of moods on evaluative judgment across a large
rangeof contentdomains, it is safe to assume thatmoods canaffect problem
solvers’ decisions at each step along the way from the (usually neglected)
detection of a problem to the acceptance of a solution. The specific effect,
however, depends on which decision the mood is brought to bear. Given
that moods lack a clear referent, they can be misread as responses to large
number of different targets of judgment, with often opposite outcomes, as
our discussion illustrated. Although the empirical evidence bearing on the
above conjectures is limited, the exploration of these possibilities provides
a promising avenue for future research.

feelings and processing styles: cognitive tuning

Peoplearemore likely to relyon theirpreexistingknowledge structures and
routines,whichhave served themwell in thepast,when thingsgosmoothly
and they do not face any hurdles. Once complications arise, they shift
from a top-down processing style to a bottom-up processing style, paying
increased attention to the details at hand (cf. Wegner & Vallacher, 1986). A
diverse body of studies indicates that our feelings can provide information
that elicits suchshifts inprocessingstyle.This isbestdocumented forhappy
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and sadmoods as well as proprioceptive feedback that provides approach
or avoidance information.

Moods

In general, individuals in a sad mood are likely to use a systematic, data-
driven, bottom-up strategy of information processing, with considerable
attention todetail. In contrast, individuals inahappymoodare likely to rely
on preexisting general knowledge structures, using a top-down, heuristic
strategyof informationprocessing,with less attention todetail (for reviews,
see Bless & Schwarz, 1999; Schwarz & Clore, 1996). These differences can
again be traced to the informative functions of feelings (Schwarz, 1990).
We usually feel bad when we encounter a threat of negative or a lack of
positive outcomes, and feel good when we obtain positive outcomes and
are not threatened by negative ones. Hence, our moods reflect the state of
our environment, and being in a badmood signals a problematic situation,
whereas being in a good mood signals a benign situation. These signals
have cognitive andmotivational consequences, which are highly adaptive
under most circumstances.

When facing a problematic situation, we are usually motivated to do
something about it. Any attempt to change the situation, however, initially
requires a careful assessment of its features, an analysis of their causal
links, detailed explorations of possible mechanisms of change, as well as
an anticipation of the potential outcomes of any action that might be initi-
ated. Consistent with these conjectures, being in a negative affective state
is associated with a narrowed focus of attention (e.g., Broadbent, 1971;
Bruner, Matter, & Papanek, 1955; Easterbrook, 1959) and a higher level
of spontaneous causal reasoning (e.g., Bohner, Bless, Schwarz, & Strack,
1988). Similarly, failure to obtain a desired outcome shifts attention to a
lower level of abstraction, resulting in more detailed representations (e.g.,
Wegner & Vallacher, 1986). These influences foster bottom-up, data-driven
processing. Moreover, it may seem unwise to rely on one’s usual routines
and preexisting general knowledge structures without further considera-
tion of the specifics under these conditions, thus discouraging top-down
strategies. Finally, we may be unlikely to take risks in a situation that is
already marked problematic, and may therefore avoid simple heuristics
and uncertain solutions.

Conversely, when we face a benign situation that poses no particular
problem, we may see little need to engage in detailed analyses and may
rely on our usual routines and preexisting knowledge structures, which
served us well in the past. This encourages less effortful, top-down pro-
cessing as a default, unless current goals require otherwise. In pursuing
such goals, we may be willing to take some risk, given that the general
situation is considered safe. As a result, simple heuristics may be preferred
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overmore effortful, detail-oriented judgmental strategies; new procedures
and possibilities may be explored; and unusual, creative associations may
be explored.

In combination, these conjectures suggest that our cognitive processes
are tuned to meet the situational requirements signaled by our feelings
(Schwarz, 1990; Schwarz & Clore, 1996; see also Fiedler, 1988). Note that
this cognitive tuning hypothesis does not entail that happy individuals are
somehow unable, or generally unwilling, to engage in systematic process-
ing. Rather, it entails only that the mood itself does not signal a situation
that poses particular processing requirements. Hence, the spontaneously
adopted heuristic processing style and reliance on preexisting knowledge
structures should be easy to override, rendering processing under happy
moods more flexible than processing under sad moods. In contrast, the
systematic processing style fostered by negative moods should be difficult
to override, reflecting that it would be maladaptive to ignore a potential
“problem” signal (see Schwarz, 2001, for a more detailed discussion).

As expected based on theory, mood effects on processing style are elim-
inated when the informational value of the mood is undermined. When
we are aware, for example, that we may feel bad only because of the lousy
weather, our badmoodcarries little information about the task at hand, and
its influence on task performance is attenuated or eliminated (e.g., Sinclair,
Mark, & Clore 1994). This finding parallels the observation that mood
effects on evaluative judgment are eliminated under similar conditions
(e.g., Schwarz & Clore, 1983), consistent with the informative functions
logic. Note that this finding is incompatible with competing approaches
that tracemood effects on processing style tomood-congruent recall. These
approaches (Isen, 1987;Mackie&Worth, 1989) drawonvariants of Bower’s
(1981) model ofmood-congruentmemory and assume that being in a good
mood facilitates the recall of positive material from memory. Positive ma-
terial stored in memory is believed to be more tightly organized and inter-
connected than negative material, resulting in the recall of a large amount
of information. This extensive recall, in turn, is assumed by some authors
to tax individuals’ cognitive capacity, thus interfering with detail-oriented
processing under happy moods, forcing individuals to rely on simplify-
ing heuristics (e.g., Mackie & Worth, 1989). In contrast, others (e.g., Isen,
1987) assume that this extensive recall of interconnected material results
in a more “complex cognitive context” (Isen, 1987, p. 237) that facilitates
novel associations between disparate ideas in workingmemory, which are
actively exploredwhen individuals are in a goodmood. The available data
do not provide consistent support for either of these assumptions. In gen-
eral, negative events have been found to elicit more causal analysis and
rumination than positive events, presumably resulting in more intercon-
nected representations of negativematerial (seeClore et al., 1994, for amore
detailed discussion). Moreover, other researchers suggested that being in
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a sad (rather than happy) mood is more likely to tax individuals’ cogni-
tive capacity (e.g., Ellis & Ashbrook, 1988). Neither of these assumptions,
however, can account for the observation that mood effects on processing
style are eliminated when the informational value of the mood is under-
mined. In addition, memory-based accounts of processing-style effects are
incompatible with recent research that documents parallel effects for the
information provided by bodily feedback and situational cues. Before we
address these parallels, however, it is useful to illustrate the differences in
processing style elicited by being in a happy and sad mood with a proto-
typical example.

An Illustration: Moods and the Use of Scripts
As an illustration, consider a study on the use of scripts, that is, general
knowledge structures pertaining to what transpires in social settings such
as a restaurant (Schank&Abelson, 1977). Employingadual-taskparadigm,
Bless, Clore, et al. (1996) had happy and sad participants listen to a tape-
recorded story about having dinner at a restaurant that contained script-
consistent as well as script-inconsistent information. While listening to the
story, participants worked on a concentration test that required them to
mark certain letters on a work sheet. Note that good performance on the
concentration test requires detail-oriented processing, whereas the restau-
rant story can be understood by engaging either in script-driven top-down
processing or in data-driven bottom-up processing. As predicted, happy
participants were likely to recognize previously heard script-inconsistent
information and showed high rates of erroneous recognition of previously
not presented script-consistent information. This pattern indicates that
they relied on their general knowledge about restaurant visits in encoding
the information, rendering unusual acts highly salient andmemorable. As
usual, however, this reliance on general knowledge structures came at the
expense of increased intrusion errors. Neither of these effects was obtained
for sad participants, indicating that they were less likely to draw on the
script.

Given that top-down processing is less taxing than bottom-up process-
ing, we may further expect that happy participants do better on a sec-
ondary task. Confirming this prediction, happy participants outperformed
sad participants on the concentration test.

In combination, these findings indicate that moods influence the spon-
taneously adopted processing style under conditions where different pro-
cessing styles are compatiblewith the individual’s goals and taskdemands,
as was the case for comprehending the restaurant story. Under these con-
ditions, sad individuals are likely to spontaneously adopt a systematic,
detail-oriented, bottom-up strategy that is usually adaptive in problematic
situations, whereas happy individuals rely on a less effortful top-down
strategy. Yet when task demands (as in the case of the concentration test;
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Bless,Clore et al., 1996) or explicit instructions (e.g., Bless, Bohner, Schwarz,
& Strack, 1990) require detail-oriented processing, happy individuals are
able and willing to engage in the effort.

Bodily Feedback

The cognitive tuning logic has recently been extended to bodily sensa-
tions, which may also signal benign or problematic situations (Friedman
& Förster, 2000). In general, people try to approach situations that are
characterized by a promise of positive, or a lack of negative, outcomes.
Conversely, they try to avoid situations that entail a threat of negative
outcomes or lack positive ones. If so, bodily responses that are typically
associatedwith approach situationsmay elicit the heuristic, top-downpro-
cessing style spontaneously preferred in benign situations, whereas bod-
ily responses that are typically associated with avoidance situation may
elicit the systematic, bottom-up processing style spontaneously preferred
in problematic situations. One bodily response that is closely associated
with approach is the contraction of the arm flexor, which is involved in
pulling an object closer to the self. Conversely, contraction of the arm ex-
tensor is involved in pushing an object away from the self and is closely
associated with avoidance. Hence, arm flexion provides bodily feedback
that is usually associated with approaching positive stimuli, whereas arm
extension provides bodily feedback that is usually associated with avoid-
ing negative stimuli (see Cacioppo, Priester, & Berntson, 1993; Priester,
Cacioppo, & Petty, 1996). In fact, affectively neutral stimuli encoded dur-
ing arm flexion are later preferred over neutral stimuli encoded during
arm extension, presumably reflecting the approach/avoidance informa-
tion provided by the bodily feedback (Cacioppo et al., 1993; see also Chen
& Bargh, 1999).

Taking advantage of this association, Friedman and Förster (2000) asked
seated participants to press the right palm upward against the bottom of
the table (arm flexion), or downward against the top of the table (arm
extension). Although these movements engage the same muscles, they
have no surface similarity to pulling an object closer, or pushing it away,
thus avoiding the introduction of demand characteristics. As theoretically
predicted, arm flexion fostered a heuristic processing style, whereas arm
extension fostered a systematic processing style. We return to the results
of these studies in some detail below.

Situational Cues

Consistent with the above reasoning, Soldat, Sinclair, and Mark (1997;
Sinclair, Soldat, & Mark, 1998) and Ottati, Terkildsen, and Hubbard (1997)
observed that affectively valenced situational cues may serve similar



274 Schwarz and Skurnik

functions. Specifically, Ottati and colleagues showed that communicators
who deliver a message with a happy, smiling face are likely to evoke a
heuristic processing style in their audience, whereas communicators who
deliver the same message with a somber face are likely to evoke a system-
atic processing style. In a similar vein, Soldat and colleagues presented
reasoning tasks from the Graduate Record Examination on colored paper
and observed that upbeat colors fostered heuristic processing, whereas
more depressing colors fostered systematic processing. Again, we return
to these findings below.

In combination, the available findings suggest that our strategies of in-
formation processing are tuned to meet the requirements of the specific
situation. Information that characterizes the situation as problematic fos-
ters the spontaneous adoption of a systematic, detail-oriented, bottom-up
processing style. In contrast, information that characterizes the situation
as benign fosters the spontaneous adoption of a top-down processing style
that relies on preexisting knowledge structures and routines, unless cur-
rently active goals require otherwise. The “benign” or “problematic” signal
can be external (e.g., situational cues or encountered hurdles) or internal
(e.g., moods or bodily feedback), with similar effects observed in either
case.

Implications for Problem Solving

The above differences in processing style have potentially far-reaching im-
plications for problem solving, but the derivation of specific predictions
for a given task situation requires close attention to theoretically specified
contingencies, as the example of moods may illustrate. First, performance
on problems that benefit from adopting a bottom-up processing style and
considerable attention to detail should be facilitated when the problem
solver is in a sad mood, but impeded when the problem solver is in a
happy mood. Second, performance on problems that benefit from adopt-
ing a top-down processing style, or from the playful exploration of novel
options, should be facilitatedwhen the problem solver is in a happymood,
but impeded when the problem solver is in a sad mood. Third, as seen in
the script example (Bless, Clore, et al., 1996), an individual’s spontaneous
preference for different processing styles can be overridden by clear task
demands or instructions. Hence, the predicted effects should be most re-
liably observed when the task allows for different processing styles and
their choice is not constrained by instructions. Finally, no mood effects are
expectedwhen problem solvers are aware that their currentmood is due to
some irrelevant source, thus undermining the mood’s informational value
(e.g., Sinclair et al., 1994).

Next, we provide a selective review of the available evidence. As noted
earlier, the interplay of feeling and thinking has been most extensively
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studied in areas outside the traditional problem-solving literature, and we
include a broad sample of reasoning tasks. We begin with tasks on which
performance is likely to benefit from being in a sad mood and continue to
tasks that benefit from being in a good mood, paying particular attention
to creative problem solving.

Person Perception
A common but ill-defined problem of everyday life is forming an accu-
rate impression of others. To do so, we can rely on detailed individuating
information about the specific target person or can simplify the task by
drawing on preexisting knowledge structures, such as stereotypes pertain-
ing to the target’s social category (Brewer, 1988; Bodenhausen, 1990; Fiske
& Neuberg, 1990; Macrae, Milne, & Bodenhausen, 1994). Consistent with
the above perspective, being in a good mood reliably increases stereotyp-
ing (e.g., Bodenhausen, Kramer, & Süsser, 1994; Bodenhausen, Sheppard,
& Kramer, 1994), unless the target person is clearly inconsistent with the
stereotype, thus undermining the applicability of the general knowledge
structure (e.g. Bless, Schwarz, &Wieland, 1996). In contrast, being in a sad
mood reliably decreases stereotyping and increases the use of individuat-
ing information (for a review, see Bless, Schwarz, & Kemmelmeier, 1996).
Across many person-perception tasks, individuals in a chronic or tempo-
rary sadmoodhavebeen found tomakemoreuse of detailed individuating
information, to show less halo effects, to be less influenced by the order
of information presentation, and to be more accurate in performance ap-
praisals than individuals in a happy mood, with individuals in a neutral
mood falling in between (e.g., Edwards &Weary, 1993; Hildebrand-Saints
& Weary, 1989; Sinclair, 1988; Sinclair & Mark, 1992). Throughout, these
findings indicate a preponderance of top-down processing under happy
moods, and bottom-up processing under sad moods.

Persuasion
Another common and equally ill-defined problem of daily life is the as-
sessment of persuasive appeals. In general, a message that presents strong
arguments is more persuasive than a message that presents weak argu-
ments, provided that recipients are motivated and able to process the con-
tent of the message and to elaborate on the arguments. If recipients do
not engage in message elaboration, the advantage of strong over weak
arguments is eliminated (see Eagly & Chaiken 1993; Petty & Cacioppo,
1986, for reviews). Numerous studies demonstrated that sad individuals
are more likely to engage in spontaneous message elaboration than happy
individuals, with individuals in a neutral mood falling in between (for a
review, see Schwarz, Bless, & Bohner, 1991). As a result, sad individuals
are strongly influenced by compelling arguments and not influenced by
weak arguments, whereas happy individuals are moderately, but equally,
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influenced by both. Conversely, happy individuals are more likely than
sad individuals to rely on heuristic strategies in assessing the validity of
the message, paying attention to cues such as the communicator’s status
or expertise in forming a judgment (e.g., Worth & Mackie, 1987). Hence, a
strong message fares better with a sad than with a happy audience, but if
communicators have nothing compelling to say, they are well advised to
put recipients into a good mood, providing some cues that indicate high
expertise and trustworthiness.

Paralleling these effects of recipients’ mood, Ottati et al. (1997) observed
that the same message is less likely to be scrutinized when presented by
a communicator with a smiling, happy face than when presented by a
communicator with a neutral, somber face. They suggested that commu-
nicator’s conveyed affect can serve informative functions that parallel re-
cipients’ own moods. Finally, as noted earlier, the spontaneously adopted
processing style can be overridden by other goals (e.g., Wegener, Petty, &
Smith, 1995) or explicit task instructions (e.g., Bless et al., 1990). What char-
acterizes the information processing of happy individuals is not a general
cognitive or motivational impairment, but a tendency to spontaneously
rely on simplifying heuristics and general knowledge structures in the ab-
sence of goals that require otherwise.

Covariation Detection
Another task that benefits from bottom-up processing and attention to de-
tail is the assessment of covariation. Across a wide range of tasks, from
estimating correlations from a scatterplot (Sinclair & Mark, 1995) to deter-
mining the extent to which an outcome depends on one’s actions (Alloy,
1988), participants in a sad mood have been found to outperform par-
ticipants in a good mood. Where control conditions were included, par-
ticipants in a neutral mood typically fell in between these extremes (see
Sinclair & Mark, 1992, for a review).

Analytic Reasoning Tasks and Logic Problems
Wemay further assume that the higher attention to detail that characterizes
processing under sad moods will also facilitate performance on analytic
reasoning tasks. Thebulkof the availabledata is consistentwith thispredic-
tion, yet parallel effects have not been observed for mathematics problems
and some logic problems.

For example, Fiedler (1988) reported that sad participants produced
fewer inconsistencies in multiattribute decision tasks than happy partic-
ipants. Specifically, the latter were twice as likely as the former to vi-
olate transitivity by producing inconsistent triads of the form A > B
and B > C, but A < C. Similarly, Melton (1995) observed that happy
participants performed worse on syllogisms than participants in a neu-
tral mood. Specifically, happy participants were more likely to select an
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unqualified conclusion and togive answers consistentwith the atmosphere
heuristic.

Extending the cognitive tuning logic to bodily feedback, Friedman and
Förster (2000, Experiment 7) predicted that bodily feedback that provides a
problem signal would improve performance on analytical reasoning tasks
taken from the Graduate Record Exam, relative to bodily feedback that
provides a benign signal. The bodily feedback used was the arm flexion or
extension task discussed above, which provides feedback that is usually
associated with approach (flexion) or avoidance (extension) reactions. The
data confirmed this prediction, and participants in the arm extension con-
dition solvednearly twice asmanyproblems correctly as participants in the
arm flexion condition. Finally, Soldat et al. (1997) presented analytic rea-
soning tasks, also taken from theGraduateRecordExam, onpaper that had
an upbeat red, or a somewhat depressing blue, color. They observed that
participants performed better when the tasks were printed on blue rather
than red paper. It is important that neither the bodily feedback nor the
color cues resulted in changes in participants’ self-reported mood. In com-
bination, these findings suggest that subtle cues, such as bodily feedback
or the affective connotation of the paper on which the task is presented,
can serve as “problem” signals that elicit the more systematic reasoning
style usually associated with negative moods.

On the other hand, other studies revealed performance deficits under
depressed affect across a variety of mathematics and complex logic tasks
(for a review, see Clore et al., 1994). In our reading, suchmixed findings are
to be expected for such tasks because none of the hypothesized processes
will necessarily result in improved performance. On the one hand, greater
attention to detail per sewill not improve performance if the application of
an algorithm is needed towhich the individual does not have access.More-
over, greater attention to detail may increase the risk that the individual
gets side-tracked by irrelevant features. Heuristic processing strategies, on
the other hand, may similarly facilitate or impede performance, depend-
ing on whether the available heuristic is applicable to the current task.
Finally, the judgment processes discussed in the preceding section may in-
fluence individuals’ effort-expenditure and termination decisions, further
complicating the picture.

Decision Making
Extending the above observations to decision making, Luce, Bettman, and
Payne (1997) observed that information processing under negative affect
“becomes more extensive and proceeds more by focusing on one attribute
at a time” (p. 384), consistent with the assumption that negative feelings
foster a more detail-oriented processing style. Moreover, Hertel, Neuhof,
Theuer, and Kerr (2000) observed pronounced mood effects on individ-
uals’ decision behavior in a chicken game. Consistent with the present
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theorizing, their findings suggest that individuals in a happy mood are
likely to heuristically imitate the behavior of other players, whereas in-
dividuals in a sad mood base their moves on a rational analysis of the
structure of the game.

Categorization
Theoretically, the detail-oriented, bottom-up processing style associated
with negative moods should foster the formation of fine-grained, narrow
categories, whereas the top-down, heuristic processing style associated
with positive moods should foster the formation of more inclusive cate-
gories.Numerous studies are consistentwith this prediction (see Isen, 1987;
Schwarz & Clore, 1996). For example, Isen and Daubman (1984) observed
that happy participants were more likely to include unusual exemplars in
a category than were participants in a neutral mood, assigning, for exam-
ple “feet” and “camel” to the category “vehicles” and “cane” to the cat-
egory “clothing.” Moreover, happy individuals sorted colored chips into
a smaller number of piles, again indicating more inclusive categorization.
Reversing the categorization task, Hirt, Levine, McDonald, Melton, and
Martin (1997) provided participants with a category and asked them to list
exemplars.As expected, happyparticipants listedmoreunusual exemplars
than sad participants, again indicating more inclusive categorization.

To account for these findings, it is typically assumed that being in a good
mood results in the recall of mood-congruent positive material, which is
believed to be more diverse and interconnected than positive material, as
discussed above (Isen, 1987). These findings are, however, also consistent
with the cognitive tuning logic (Schwarz, 1990). A diagnostic testwould re-
quire experiments that undermine the informational value of participants’
mood through attribution manipulations (Schwarz & Clore, 1983; Sinclair
et al., 1994), but such experiments are not available for categorization tasks.

Findings reported by Friedman and Förster (2000, Experiment 6),
however, support the cognitive tuning approach. Using the arm flex-
ion/extension task, which provides an approach (flexion) or avoidance
(extension) signal, these authors observed that participants who were in-
duced to flex their arms provided more inclusive categorizations on Isen
and Daubman’s (1984) task, relative to a control. Conversely, participants
whowere induced to extend their arms provided less inclusive categoriza-
tions relative to a control. These differenceswere observed in the absence of
anydifferences onmoodmeasures, suggesting that the observed results are
indeed due to the information provided by the bodily feedback rather than
any changes in participants’ mood thatmay have elicitedmood-congruent
recall.

Finally, the available findings are again consistent with the assumption
that the spontaneously adopted processing style can be overridden by task
instructions, rendering processing under positive moods highly flexible.
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For example, Murray, Sujan, Hirt, and Sujan (1990) observed that happy
participants sorted self-characteristics intofinergroupings thandidneutral
mood participants.

Remote Associates
As may be expected on the basis of the categorization findings, happy
individuals typically outperform sad or neutral-mood individuals on
Mednick’s (1962) remote associates test (e.g., Isen, Daubman, & Nowicki,
1987). Similarly, happy participants list more unusual first associates in
response to neutral words than do sad or neutral-mood participants (e.g.,
Isen, Johnson, Mertz, & Robinson, 1985). In combination with the catego-
rization findings, these observations suggest that being in a happy mood
should facilitate creative problem solving (see Isen, 1987). This proposal
has received considerable support.

Creativity and Insight
In a highly influential experiment, Isen andDaubman (1984) observed that
being inahappymood facilitatedperformanceona classic insightproblem,
namely, Duncker’s (1945) candle task, relative to being in a neutral or sad
mood (see Greene & Noice, 1988, for a replication). Isen (1987) suggested
that this finding reflects that happy moods facilitate the recall of diverse
material from memory, resulting in a more “complex cognitive context”
that facilitates novel connections and insights. Alternatively, the cognitive
tuning assumption (Schwarz, 1990) suggests that being in a good mood
signals a benign situation that is conducive to playful exploration, which
is discouraged by the problem signal provided by negative moods. Again,
themost diagnostic test of these competing accountswouldbe experiments
that vary the perceived informational value of participants’mood, yet such
studies are not available.

Friedman and Förster’s (2000) ingenious studies on bodily feedback,
however, provide strong support for the cognitive tuning hypothesis.
As theoretically predicted, the approach feedback provided by arm flex-
ion facilitated creative problem solving across several tasks, whereas the
avoidance feedback provided by arm extension impeded it. Specifically,
participants who flexed their arms were more likely to break the set than
participants who extended their arms, resulting in better performance
on Witkin, Oltman, Raskin, and Karp’s (1971) Embedded Figure Test
(Experiment 1) as well as Ekstrom, French, Harman, and Dermen’s (1976)
Snowy Picture Test (Experiment 2). The Embedded Figure Test requires
the identification of figures hidden in complex visual patterns, whereas
the Snowy Picture Test requires the identification of familiar objects hid-
den in patterns of visual noise (“snow”). Performance on both tasks is
facilitated by the application of familiar concepts to the hidden figures,
while disregarding irrelevant detail and breaking the set imposed by the
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distractor. Finally, arm flexion improved the perceptual restructuring of
fragmented visual images on Ekstrom et al.’s (1976) Gestalt Completion
Test (Experiments 3 and 4). Both breaking the set and restructuring have
traditionally been assumed to play a central role in creative insight (e.g.,
Wertheimer, 1959; see Schooler & Melcher, 1995, for a review).

Analogies
In addition, Friedman and Förster (2000, Experiment 5) observed that the
approach feedback provided by arm flexion improved performance on a
verbal analogy task (Amthauer, 1970) of the type forest : trees = meadow : ?,
relative to arm extension. Their findings suggest that the processing style
associated with being in a good mood may facilitate analogical transfer
on insight problems in the absence of the helpful cues usually needed for
successful transfer (see Gick & Holyoak, 1980, 1983).

Summary
As this selective review indicates, our feelings can profoundly influence
our performance across a diverse range of reasoning tasks. Moods and
bodily sensations that are usually associated with problematic situations
foster the spontaneous adoption of a detail-oriented, bottom-up process-
ing style. Conversely, moods and bodily sensations that are usually asso-
ciated with a benign situation foster the spontaneous adoption of a more
heuristic, top-down processing style and seem to encourage more playful
exploration of novel options. One way to make sense of these influences is
suggested by the informative functions approach to the interplay of feeling
and thinking (Bless & Schwarz, 1999; Schwarz, 1990). This approach pro-
poses that our feelings informus about the benign or problematic nature of
the current situation and that our cognitive processes are tuned tomeet the
respective situational requirements. Consistentwith this proposal, the oth-
erwise obtainedmood effects on processing style and evaluative judgment
are eliminated when the informational value of our current feelings is
called into question through (mis)attributionmanipulations (e.g., Schwarz
& Clore, 1983; Sinclair et al., 1994).

feelings and thought content: affective tone

In addition to serving as information in their own right, moods can also
influence which information we recall from memory. In general, we are
more likely to recall material that is congruent rather than incongruent
with our mood at the time of recall. Following initial demonstrations by
Isen et al. (1978), Bower (1981, 1991) conceptualized these effects in an
associative network model of memory. Moods are thought to function as
central nodes in an associative network, which are linked to related ideas,
events of corresponding valence, autonomic activity, and muscular and
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expressive patterns.When newmaterial is learned, it is associatedwith the
nodes that are active at learning. Accordingly, material acquired while in
a particular mood is linked to the respective mood node. When the person
is in the samemood later on, activation spreads from themood node along
the pathways, increasing the activation of other nodes, which represent
the related material. When the activation exceeds a certain threshold, the
represented material comes into consciousness. This model makes two
key predictions: First, memory is enhanced when the affective state at the
time of encoding matches the affective state at the time of retrieval (state-
dependent learning). Thus, we aremore likely to recall material acquired in a
particular mood when we are in the same, rather than a different, mood at
the time of recall. Second, any given material is more likely to be retrieved
when its affective tone matches the individual’s mood at the time of recall
(mood-congruent memory). Thus, information of a positive valence is more
likely to come to mind when we are in a happy rather than sad mood.

Although both predictions received considerable empirical support in
experimental and clinical research, this research also revealed a number
of complications that are beyond the scope of this chapter (see Blaney,
1986; Clore et al., 1994; Morris, 1989; Singer & Salovey, 1988). In general,
mood-congruent recall is most likely to be obtained for self-referenced
material, such as autobiographical events, that meets the conditions of
both of the above hypotheses: When something good (or bad) happens
to us, it puts us in a positive (or negative) affective state, and its subse-
quent recall is facilitated when we are again in a similar affective state.
Note that this situation simultaneously provides formatchingmood states
at learning and recall, thus satisfying the conditions of state-dependent
learning, as well as for matches between the valence of the material
and the mood at recall, thus satisfying the conditions of mood-congruent
memory.

Asnoted in thepreceding sections,mood-congruent recall hasbeenused
to account for mood-congruent judgment as well as mood-induced differ-
ences in processing style (see Forgas & Bower, 1998; Isen, 1987). We think
that the feelings-as-informationperspective provides amoreparsimonious
account for the available data and do not return to these issues. Instead,
we focus on another aspect of problem solving, namely, the affective tone
of the material.

Implications for Problem Solving

Performance on many problems is facilitated when we can recruit a useful
analogy (see Holyoak, 1995). The mood and memory perspective offers
three different predictions in this regard. First, the state-dependent learn-
ing hypothesis predicts that an analogy should bemore likely to be recalled
when the mood at the time of problem solving matches the mood at the
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time the analogy was encoded, irrespective of the affective tone of the
analogy itself. Second, the mood-congruent recall hypothesis predicts that
a positively or negatively toned analogy will be more likely to be recalled
when the mood at problem solving matches rather than mismatches the
affective tone of the analogy. Third, the assumption that all valencedmate-
rial is linked to a few emotion nodes in memory suggests that an analogy
is more likely to be recalledwhen the affective tone of the analogymatches
the affective tone of the problem, independent of the person’s mood at
the time. Finally, problem solvers may prefer analogies with a matching
affective tone not only because they are more accessible, but also because
the affective surface similarity suggests higher relevance.We are not aware
of studies that systematically tested these different predictions, with one
exception.

Specifically, Hesse, Kauer, and Spies (1997) reported findings pertaining
to a physical reasoning problem (the so-calledMagnus effect) that support
the prediction that affective surface similarities increase the likelihood that
a specific analogy is recruited. To manipulate the affective tone of the tar-
get problem,Hesse et al. (1997) embedded the problem in irrelevant details
that conveyed a pleasant or unpleasant experience. For example, the pleas-
ant version opened with, “When I think back to 1924–25, I am filled with
pride. My baby daughter Felice had just been born, and I had finally found
employment again.” In contrast, the opening line of the unpleasant version
was, “I have almost nothing but bad memories of 1924–25. My daughter
Hertha had recently died of pneumonia, and as an unemployedman it was
difficult tomake endsmeet formy family.” Distractor problems and source
problemswith a known solution were constructed in a similar way. Think-
aloudprotocols showed that participants predominantly referred to source
problems thatmatched the target problem in affective tone.Moreover, par-
ticipants evaluated source problemswith amatching affective tone asmore
promising than source problems with a mismatching affective tone. These
effects were observed in the absence of any influence of affective tone on
participants’ self-reported mood.

These findings and the extant literature on the impact of gain and loss
framing, stimulated by Kahneman and Tversky’s (1979) prospect theory,
suggest that explorations of affective tone provide a promising avenue for
further research.

a note on specific emotions

Over the last two decades, researchers have made more progress in un-
derstanding the influence of mood on cognition than in understanding the
influence of specific emotions. This is in part due to the simple fact that
mild moods are easier to induce within the constraints imposed by human
subject committees than specific emotions. Theoretically, the conceptual
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principles discussed for moods apply to emotions as well, although with
some important constraints.

Emotions as a Source of Information

Recall that emotionshavea specific referent (whatwe feel emotional about),
a short rise time, and high intensity (see Clore et al., 1994). As a result,
it is usually clear what we feel emotional about, and we are less likely
to misread our emotions as a response to some unrelated stimulus than
is the case for diffuse moods (see Keltner, Locke, & Audrain, 1993, for
experimental support). As a result, emotions are most likely to influence
assessments of unrelated targets after some delay, for example, after our
specific anger dissipated, leaving us in a diffuse irritated mood (Bollnow,
1956).

Given that emotions primarily inform us about the eliciting event, it is
not surprising that they focus our attention on this event and interrupt
other ongoing activity, thus restructuring our processing priorities (Frijda,
1988; Simon, 1967).Moreover, the information that emotions provide about
the eliciting event is more specific than the information provided by global
moods. Emotions reflect implicit appraisals, and the experience of a given
emotion indicates that the underlying appraisal pattern has been met (for
a review of appraisal theories, see Clore et al., 1994; for a detailed model,
see Ortony, Clore, & Collins, 1988). Accordingly, feelings of fear have been
found to affect judgments of risk but not judgments of blame, whereas
feelings of anger affect judgments of blame, but not judgments of risk
(e.g., Gallagher & Clore, 1985). Similarly, Keltner, Ellsworth, and Edwards
(1993) observed in several experiments that angry participants assigned
more responsibility to human agents than to impersonal circumstances,
whereas the reverse held for sad participants, consistent with the different
appraisal patterns underlying anger and sadness.

In sum, specific emotions conveymore specific information than diffuse
moodsandhavemore specificand localizedeffects.As in the caseofmoods,
however, the influence of emotions on judgment is eliminated when the
informational value of the emotion for the judgment at hand is called into
question (Keltner, Locke, & Audrain, 1993; Schwarz, Servay, & Kumpf,
1985).

Emotions and Processing Style

From a feelings-as-information perspective, the specific appraisal pattern
underlying a given emotion should allow us to understand which pro-
cessing requirements are conveyed by the emotion. Several authors have
recently pursued such an extension of the cognitive tuning assumptions
(Schwarz, 1990) to specific emotions (Lerner &Keltner, 2000; Raghunathan
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&Pham, 1999; Tiedens&Linton, 2001), although the few available findings
are limited to negative emotions. They converge on the conclusion that dif-
ferent negative emotions have different effects, which can be predicted on
the basis of the underlying appraisal pattern. For example, Tiedens and
Linton (2001) observed in a persuasion paradigm that sad individuals en-
gaged in systematic message processing, whereas angry individuals did
not. They suggested that this difference reflects that the appraisal pattern
underlying sadness entails uncertainty, which triggers more extensive rea-
soning, whereas the appraisal pattern underlying anger does not.

concluding remarks

As this selective review illustrates, psychologists have made considerable
progress in understanding the interplay of feeling and thinking. As one
may have expected, the emerging story is more complex than the early lit-
erature suggested, and positive as well as negative feelings can facilitate as
well as impede problem solving. Unfortunately, our current understand-
ing is mostly limited to the role of moods – and even in this domain, sev-
eral crucial issues await empirical investigation, as noted earlier. We are
optimistic, however, that future research will successfully specify which
processing requirements are signaled by the appraisal pattern underlying
specific emotions andhence likely to be elicited by the respective emotional
experience. Together with a better understanding of task characteristics,
this would go a long way toward understanding the impact of specific
emotions on specific types of tasks.
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The Fundamental Computational Biases
of Human Cognition

Heuristics That (Sometimes) Impair Decision Making and
Problem Solving

Keith E. Stanovich

Consider the following syllogism. Ask yourself whether it is valid –
whether the conclusion follows logically from the two premises:

Premise 1: All living things need water.
Premise 2: Roses need water.
Therefore, Roses are living things.

What do you think? Judge the conclusion either logically valid or invalid
before reading on.

If you are like about 70% of the university students who have been
given this problem, you will think that the conclusion is valid. And if you
did think that it was valid, like 70% of university students who have been
given this problem, you would be wrong (Markovits & Nantel, 1989; Sá,
West, & Stanovich, 1999; Stanovich & West, 1998c). Premise 1 says that
all living things need water, not that all things that need water are living
things. So just because roses need water, it doesn’t follow from Premise 1
that they are living things. If that is still not clear, it probably will be after
you consider the following syllogism with exactly the same structure:

Premise 1: All insects need oxygen.
Premise 2: Mice need oxygen.
Therefore, Mice are insects.

Now it seems pretty clear that the conclusion does not follow from the
premises. If the logically equivalent “mice” syllogism is solved so easily,
why is the “rose” problem so hard? Well for one thing, the conclusion
(roses are living things) seems so reasonable and you know it to be true
in the real world. And that is the rub. Logical validity is not about the
believability of the conclusion; it is about whether the conclusion nec-
essarily follows from the premises. The same thing that made the rose
problem so hard made the mice problem easy. The fact that “mice are in-
sects” is not definitionally true in the world we live in might have made
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it easier to see that the conclusion did not follow logically from the two
premises.

In both of these problems, prior knowledge about the nature of the
world (that roses are living things and that mice are not insects) was be-
coming implicated in a type of judgment (judgments of logical validity)
that is supposed to be independent of content. In the rose problem prior
knowledge was interfering, and in themice problem prior knowledge was
facilitative. In fact, if we really wanted to test a person’s ability to process
the relationships in this syllogism, we might have used totally unfamil-
iar material. For example, we might have told you to imagine you were
visiting another planet and that you found out the following two facts:

All animals of the hudon class are ferocious.
Wampets are ferocious.

We might then ask you to evaluate whether it logically follows that:
Wampets are animals of the hudon class. We can see here that the conclu-
sion does not follow. Research has shown that it is easier to see that the
conclusion lacks validity in this unfamiliar version than it is in the rose
version, but it is harder to see that the conclusion does not follow in the
unfamiliar version than it is in themice version (Markovits &Nantel, 1989;
Sá et al., 1999). These differences prove that factual knowledge is becoming
implicated in both the rose andmice problems, even though the content of
syllogisms should have no impact on their logical validity. The effect on the
rose problem is large. Only about 32% of university students solve it (Sá
et al., 1999), whereas the same participants respond correctly 78% of the
time on logically equivalent versions with unfamiliar material (versions
where prior knowledge does not get in the way).

The rose problem illustrates one of the fundamental computational bi-
ases of human cognition: the tendency to automatically bring prior knowl-
edge to bear when solving problems. The fact that prior knowledge is im-
plicated in performance on this problem, evenwhen the person is explicitly
told to ignore the real-world believability of the conclusion, illustrates that
this tendency toward contextualizing problems with prior knowledge is
so ubiquitous that it cannot easily be turned off – hence its characterization
here as a fundamental computational bias1 (one that pervades virtually all

1 It cannot be emphasized enough that the term “bias” is used throughout this chapter to
denote “a preponderating disposition or propensity” (The Compact Edition of the Oxford
Short English Dictionary, p. 211) and not a processing error. That a processing bias does
not necessarily imply a cognitive error is a point repeatedly emphasized by the critics of
the heuristics and biases literature (Funder, 1987; Gigerenzer, 1996a; Hastie & Rasinski,
1988; Kruglanski & Ajzen, 1983), but in fact it was always the position of the original
heuristics and biases researchers themselves (Kahneman, 2000; Kahneman&Tversky, 1973,
1996; Tversky & Kahneman, 1974). Thus, the use of the term bias here is meant to connote
“default value” rather than “error.” Under the assumption that computational biases result
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thinking, whether we like it or not). Of course, the tendency to use prior
knowledge to supplement problem solving is more often a help than a hin-
drance. Nevertheless, it is argued below that there are certain improbable
but important situations in modern life in which the fundamental com-
putational biases must be overridden, and that failure to do so can have
negative real-life consequences. As research summarized in Baron (1998),
Belsky and Gilovich (1999), Dawes (1988), Sutherland (1992), and Thaler
(1992) has shown, because of the failure to override fundamental compu-
tational biases, physicians choose less effective medical treatments; people
fail to accurately assess risks in their environment; information is misused
in legal proceedings; millions of dollars are spent on unneeded projects by
government and private industry; parents fail to vaccinate their children;
unnecessary surgery is performed; animals are hunted to extinction; bil-
lions of dollars are wasted on quackmedical remedies; and costly financial
misjudgments are made.

In the remainder of this chapter, I describe a collection of relatedprocess-
ing styles that I have termed the fundamental computational biases of human
cognition (Stanovich, 1999). It is argued, consistent with arguments in evo-
lutionary psychology (e.g., Badcock, 2000; Barkow, Cosmides, & Tooby,
1992; Buss, 1999, 2000; Cartwright, 2000; Cosmides & Tooby, 1994; Pinker,
1997; Plotkin, 1998; Tooby&Cosmides, 1992), that these fundamental com-
putational biases are resident in the brain because they were adaptive in
the so-called environment of evolutionary adaptedness (EEA) that existed
throughout the Pleistocene (Buss, 1999). In short, it is argued that these
computational biases make evolutionary sense. Nevertheless, it is also ar-
gued that despite their usefulness in the EEA, and despite the fact that
even in the present environment they are more useful than not, the mod-
ern world presents situations in which the type of contextualization ren-
dered by the fundamental computational biases proves extremely prob-
lematic. Such situations are numerically minority situations, but they tend
to be ones where a misjudgment tends to have disproportionately large
consequences for a person’s future utility maximization – for the future
fulfillment of the person’s life’s goals, whatever those goals may be (see
Baron, 1993, 1994). In these situations, in order for people to maximize
personal utility, theywill need to override the fundamental computational
biases. We will see that humans have available other cognitive structures
(with somewhat different processing architectures) to use in such situa-
tions, structures that have the capability of overriding the fundamental
computational biases.

In short, in situationswhere thepresent humanenvironment is similar to
the EEA, the human brain is characterized by fundamental computational

from evolutionary adaptations of the brain (Cosmides & Tooby, 1994), it is likely that they
are efficacious in many situations.
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biases that bringmassive amounts of stored contextual information to bear
on the problem. However, when technological societies present new prob-
lems that confound these evolutionarily adapted mechanisms, humans
must use cognitive mechanisms that are in part cultural inventions (see
Dennett, 1991) to override the fundamental computational biases that, in
these situations, will prime the wrong response. These culturally induced
processing modes more closely resemble the abstract, rule-based, serial
processes inmanymore traditional models of problem solving (Rips, 1994;
Sloman, 1996).

the fundamental computational biases

The fundamental computational biases of human cognition work sepa-
rately and sometimes in combination to ensure that problems with which
we are faced are heavily contextualized. They are part of the automatic
inferential machinery of the brain that supplements problem solving with
stored declarative knowledge, linguistic information, and social knowl-
edge. These processes provide rich supplemental knowledge to augment
the sometimes fragmentary and incomplete information we receive when
faced with a real-world problem. The four interrelated biases that I intro-
duce here are: (1) the tendency to contextualize a problem with as much
prior knowledge as is easily accessible, even when the problem is formal
and the only solution is a content-free rule; (2) the tendency to “social-
ize” problems, even in situations where interpersonal cues are few; (3) the
tendency to see deliberative design and pattern in situations that lack in-
tentional design and pattern; (4) the tendency toward a narrative mode of
thought.

Automatic Contextualization: The Use of Prior Knowledge and
Context

Theproperty of cognition illustrated in the rose syllogismproblem is some-
times termed knowledge projection (Stanovich, 1999). In the rose example,we
can see why the tendency to supplement problems with prior knowledge
is deemed an automatic tendency. It cannot be “shut off,” even in situa-
tions (such as that of judging logical validity) where knowledge gets in the
way and the problem solver is actively trying to suppress it. The automatic
activation of prior knowledge is not limited to syllogistic reasoning prob-
lems. Experiments have shown it to operate in several different problem-
solving domains and in several different paradigms (Banaji & Greenwald,
1995; Evans, Over, & Manktelow, 1993; Greenwald, McGhee, & Schwartz,
1998; Kunda, 1999; Nickerson, 1999; Nickerson, Baddeley, & Freeman,
1987; Sá & Stanovich, 2001; Sá et al., 1999; Stanovich, 1999; Stanovich &
West, 1997).
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Before looking at some of these additional domains, it should be noted
that sometimes the knowledge that is brought to bear on a problem is not
accurate. This does not change the nature or logic of the phenomenon. In
fact, what often is projected onto a problem is not knowledge at all but, in-
stead, inadequately substantiated opinion. Thus, since philosophers often
define knowledge as justified true belief, in some paradigms in cognitive
psychology, strictly speaking, what we are looking at is not knowledge
projection, because the belief may not be justified or true. In some cases,
we should be talking about belief projection rather than knowledge pro-
jection. Nevertheless, we do not distinguish the two here, because the line
between them can be very fuzzy and because they appear to reflect an
underlying phenomenon that is very similar (Sá & Stanovich, 2001).

One belief projection paradigm that has been extensively studied in
the reasoning literature is the evaluation of information in 2 × 2 contin-
gency tables (Levin,Wasserman,&Kao, 1993; Schustack& Sternberg, 1981;
Stanovich&West, 1998d). For example, in one such paradigm, participants
are asked to evaluate the efficacy of a drug based on a hypothetical well-
designed scientific experiment. They are told that:

150 people received the drug and were not cured
150 people received the drug and were cured
75 people did not receive the drug and were not cured
300 people did not receive the drug and were cured

They are asked to evaluate the effectiveness of the drug based on this
information. In this case, they have to detect that the drug is ineffective.
In fact, not only is it ineffective, it is positively harmful. Only 50% of the
peoplewho received the drugwere cured (150 out of 300), but 80%of those
who did not receive the drug were cured (300 out of 375).

The drug context of this problem is fairly neutral to most participants.
But it is easy to trigger prior knowledge and belief by using problems
that have more content. For example, in one study, Richard West and I
(Stanovich & West, 1998d) asked participants to evaluate the outcome of
an experiment to testwhether having siblings is associatedwith sociability.
The association presented was the same as in the drug experiment:

150 children had siblings and were not sociable
150 children had siblings and were sociable
75 children did not have siblings and were not sociable
300 children did not have siblings and were sociable

Now, however, it was more difficult for our participants (who, as a
group, did think that sociability was positively associated with having sib-
lings) to see that, in these data, having siblings was negatively associated
with sociability. As in the rose syllogism problem, prior knowledge/belief
automatically colored the evaluationof thedata. The fact that thenumerical
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paradigm here was quite different from the verbal reasoning domain of
syllogistic reasoning indicates the generality of the phenomenon.

Controlled studies (e.g., Broniarczyk&Alba, 1994; King&Koehler, 2000;
Levin et al., 1993; Nisbett & Ross, 1980) have demonstrated that when peo-
ple have aprior belief that twovariables are connected, they tend to see that
connection even in data inwhich the twovariables are totally unconnected.
Unfortunately, this finding generalizes to some real-world situations that
adversely affect people’s lives. For example, many psychological practi-
tioners continue to believe in the efficacy of the Rorschach Test. This is the
famous inkblot test in which the client responds to blotches on a white
paper. Because the inkblots lack structure, the theory is that people will
respond to them in the same style that they typically respond to ambiguity
and thus reveal “hidden” psychological traits. The test is called projec-
tive because the clients presumably “project” unconscious psychological
thoughts and feelings in their responses to the inkblots. The problem with
all of this is that there is no evidence that the Rorschach Test provides any
additional diagnostic utilitywhen used as a “projective” test (Dawes, 1994;
Garb, Florio, & Grove, 1998; Lilienfeld, 1999; Lilienfeld, Wood, & Garb,
2000; Shontz & Green, 1992; Widiger & Schilling, 1980; Wood, Nezworski,
& Stejskal, 1996). Belief in the Rorschach Test arises from the phenomenon
of illusory correlation. Clinicians see relationships in response patterns be-
cause they believe they are there, not because they are actually present
in the pattern of responses being observed (Broniarczyk & Alba, 1994;
Chapman & Chapman, 1967, 1969; King & Koehler, 2000).

One final paradigm illustrates the range of tasks in which knowl-
edge/belief projection has been studied. The paradigm derives from the
informal reasoning and problem-solving research tradition (Baron, 1995;
Klaczynski,Gordon,&Fauth,1997;Kuhn,1991,1993,1996; Perkins, Farady,
& Bushey, 1991; Sternberg & Wagner, 1986; Voss, Perkins, & Segal, 1991).
Unlike deductive reasoning paradigmswhere there is a single right answer
to a problem, research on informal reasoning tries to mimic the type of ar-
gumentation and reasoning that goes on in everyday life. This type of argu-
mentation relies on inductive arguments more than deductive arguments.
Good arguments in these more realistic contexts tend to be probabilistic
and tend to be what philosophers call defeasible: Unlike deductive argu-
ments, they can be defeated by additional information that can be brought
to bear (see Hilton, 1995; Johnson-Laird, 1999; Oaksford & Chater, 1995;
Pollock, 1995; Stevenson & Over, 1995).

RichardWest and I (see Stanovich&West, 1997) developed an argument
evaluation test of informal reasoning ability and we can use it to illustrate
how belief projection operates in this domain by considering one problem
from it. In this particular problem, the respondents are presented with
a protagonist, Dale, who believes a particular proposition. In this case,
the proposition is that “Students, not the general public, should have the
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ultimate voice in settinguniversitypolicies.”Dale is said to justify thebelief
with the followingargument: “Because students are the oneswhomustpay
the costs of running the university through tuition, they should have the
ultimate voice in setting university policies.” A critic then attacks Dale’s
justificationwith the following counterargument: “Tuition covers less than
one half the cost of an education at most universities” (the respondent is
told to assume that this is factually correct). Finally, Dale rebuts the critic
with the following argument: “Because it is the students who are directly
influenced by university policies, they are the ones who should make the
ultimate decisions.” Respondents are asked to rate the quality of Dale’s
rebuttal argument, and they are specifically focused on Dale’s argument
as a rebuttal of the counterargument made by the critic. Furthermore, the
respondents are very specifically reminded to evaluate the quality of the
rebuttal independently of their feelings about Dale’s original belief.

This problem was given to eight university professors of philosophy
and psychology, and all but one of them agreed that the rebuttal argument
was weak because it lacked relevance as a refutation of the critic’s coun-
terargument. However, a group of university students (who had a mean
prior belief about the matter that corresponded to “agree” on the response
scale) gave the rebuttal argument a mean rating of “strong” on the scale.
The influence of prior belief was confirmed more directly by the finding
that the students who agreed with the original proposition rated Dale’s
rebuttal significantly more highly than those who disagreed with the orig-
inal proposition put forward by Dale. In our subsequent work with the
argument evaluation test, we have found that belief projection operates in
a variety of informal reasoning situations and across a host of topics in-
cluding taxes, the legal drinking age, car safety, the validity of interviews,
fairness of Social Security, child care, welfare payments, prison sentenc-
ing, the speed limit, the death penalty, the voting age, labor unions, and
the effects of secondhand smoke.

The three tasks discussed here – syllogistic reasoning, reasoning about
numerical covariation data, and informal reasoning – are just a small sam-
pling from a large number of paradigms that have demonstrated the ten-
dency to contextualize a problem-solving situation with prior knowledge
andprior belief, evenwhen theproblemrequires content-free inference and
evaluation procedures. These findings confirm the observation of Evans,
Barston, and Pollard (1983) that “specific features of problem content, and
their semantic associations, constitute the dominant influence on thought”
(p. 295).

The tendency to supplement formal, decontextualized problems with
prior knowledge is often commented on in both the problem-solving and
decision-making literatures. It seems that even in problems that are viewed
purely formally by the experimenter, the slightest bit of real-world in-
formation seems to provoke contextual inferences. For example, Doherty
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and Mynatt (1990) used a relatively sparse toy problem to study Bayesian
reasoning:

Imagine you are a doctor. A patient comes to you with a red rash on
his fingers. What information would you want in order to diagnose
whether the patient has the diseaseDigirosa? Below are four pieces of
information that may or may not be relevant to the diagnosis. Please
indicate all of the pieces of information that are necessary to make
the diagnosis, but only those pieces of information that are necessary
to do so.

Participants then chose from the alternatives listed in the order:%of people
without Digirosa who have a red rash, % of people with Digirosa, % of
people without Digirosa, and % of people with Digirosa who have a red
rash. These alternatives represented the choices of P(D/∼H), P(H), P(∼H),
and P(D/H), respectively, from Bayes’s rule for conditioning hypotheses
based on data. Our concern here is not with Bayes’s rule per se, but the
fact that even in a problem as stripped down as this one, participants
tended to import contextual information based on their prior knowledge
(contextual information that in this case could only be disruptive because
all necessary information is already in the problem). Doherty and Mynatt
(1990) observed that many participants “brought real-world knowledge to
the task, knowledge about the relations between symptoms anddiseases in
general andknowledge about rashes in particular” (p. 8). These participant
responses exemplify the tendency toward automatic contextualization that
Evans et al. (1993) stress is often a generally adaptive characteristic of
thought: “The purpose of reasoning is best served by drawing inferences
from all our beliefs, not just from an artificially restricted set of premises”
(p. 175).

PhilosopherNicholas Rescher (1988) emphasizes how contextualization
with prior knowledge beyond the explicitly stated is a pervasive aspect
of cognitive life. For example, Rescher (1988) draws attention to the en-
thymematic character of much human reasoning and problem solving. In
logic, a syllogismwith an unstated premise is called an enthymeme. In his
logic text, Kelley (1990) provides the example “John will support the gun
control law because he’s a liberal” and notes that the implicit argument is:
(a)All liberals support gun control; (b) John is a liberal; (c) Johnwill support
a gun control law. But (a) is unstated, so the argument is enthymematic.
Rescher argues that “we frequently make substantive assumptions about
how things stand in the world on the basis of experience or inculcation,
and the incorrect conclusions people draw can stem from these assump-
tions rather than from any error of inferential reasoning” (pp. 195–196). In
reviewing the earlier literature on content effects in reasoning and prob-
lem solving, Evans (1982) refers to how it is a ubiquitous finding that “in
effect, the subject reasons with an augmented problem space, enriched
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by relevant personal experience” (p. 225). The enthymematic reasoning
styles that form one aspect of the fundamental computational bias are
thus natural and nearly universal reasoning styles of human beings, per-
haps because of their evolutionary adaptiveness (Cosmides & Tooby, 1992;
Pinker, 1997). They will thus facilitate reasoning when context reinforces
the conclusion of any explicitly stated information (see Stevenson, 1993).
But, equally obviously, they will be maladaptive when the situation de-
mands a nonenthymematic reasoning style (one where context must be
ignored or decoupled).

The enthymematic aspect of the fundamental computational bias thus
guarantees that when the environment calls on a person to fix beliefs via a
content-free construal – without supplementing with additional inferred
information – then they will reason poorly. An example is provided by
the most investigated task in the entire reasoning and problem-solving
literature: Wason’s (1966) selection task. The participant is shown four
cards lying on a table showing two letters and two numbers (A, D, 3, 8).
They are told that each card has a number on one side and a letter on the
other and that the experimenter has the following rule (of the “if P, thenQ”
type) inmindwith respect to the four cards: “If there is a vowel on one side
of the card, then there is an even number on the other side.” The participant
is then told that he/she must turn over whichever cards are necessary to
determine whether the experimenter’s rule is true or false. Performance
on such abstract versions of the selection task is extremely low (Evans,
Newstead, & Byrne, 1993; Manktelow, 1999; Newstead & Evans, 1995).
Typically, less than 10%of participants make the correct selections of the A
card (P) and 3 card (not-Q) – the only two cards that could falsify the rule.
The most common incorrect choices made by participants are the A card
and the 8 card (P and Q) or the selection of the A card only (P).

Numerous alternative explanations for the preponderance of incorrect
PQ and P responses have been given (see Evans, Newstead, & Byrne, 1993;
Hardman, 1998; Johnson-Laird, 1999; Liberman & Klar, 1996; Margolis,
1987; Newstead & Evans, 1995; Oaksford & Chater, 1994; Sperber, Cara,
& Girotto, 1995; Stanovich & West, 1998a). Notably, several of these alter-
native explanations involve the assumption that the participant is reading
more into the instructions than is actually there. For example, Oaksford
and Chater’s (1994) analysis of the selection task assumes that participants
approach the task as an inductive problem in data selection with assump-
tions about the relative rarity of the various classes (vowels, odd numbers)
of cards. That is, despite the fact the instructions refer to four cards only, it is
proposed that the participant is thinking that they are sampling from four
classes (a bunch of vowels, a bunch of consonants, etc.). Now imagine that
you are verifying the statement “if you eat tripe you will get sick” in the
real world. Of course you would sample from the class “people who eat
tripe” to verify or falsify it. However, would you sample from the class of
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“people who are not sick”? Probably not, because this class is too big. But
you might well sample from the class “people who are sick” to see if any
of them have eaten tripe.

Such an approach to the problem is entirely enthymematic. The partic-
ipant is assumed to be adding details and context to the problem, none
of which is present in the actual instructions. Nothing at all has been
said in the instructions about classes; the instructions refer to four cards
only. But the alternative explanation of Oaksford and Chater (1994) as-
sumes that the participants are thinking in terms of sampling from classes
of cards. Participants even have implicit hypotheses about the relative
rarity of these classes according to the particular model of performance
championed by Oaksford and Chater (1994). Also, despite the fact that
the instructions speak in terms of determining truth and falsity, most par-
ticipants are thought to ignore this and instead to think in termsof inductive
probabilities. In short, the deductive requirements of the instructions vi-
olate the fundamental computational bias of most participants, who pro-
ceed instead to solve a contextualized, familiar, inductive version of the
problem.

Margolis (1987) has proposed another highly enthymematic interpre-
tation on the part of participants to explain the incorrect choice, one that
again involves the participant thinking about categories even when noth-
ing about categories has beenmentioned in the instructions.He argues that
some individuals develop an open reading of the task (in terms of choosing
entire categories) rather than a closed reading (in terms of choosing indi-
vidual cards). Margolis (1987) demonstrates the distinction by suggesting
a selection task in which participants are given the rule: “If it says swan on
one side of a card, itmust saywhite on the other.” Given the four categories
of cards – swan, raven, black, white – the participants are asked which cat-
egories theywould need to examine exhaustively to test whether there has
been a violation of the rule. Many people familiar with selection tasks do
not recognize that this is not a selection task in the traditional sense. The
correct answer is not that categories P and not-Q should be picked. In this
open scenario, only P or not-Q need be chosen, but not both. Examining
all swans will reveal any violations of the rule, as will examining all black
things. But examining both provides only a redundant opportunity to see
a violation. This open scenario (where one chooses categories) is different
from the closed selection task scenario where one must check designated
exemplars of the stated rule. If the participant views the task from an open
scenario, then P-only is a reasonable choice. If the participant adopts a bi-
conditional interpretation, then they should choose categories P and Q –
the modal response in the selection task.

There are continuing disputes about whether either the Oaksford and
Chater (1994) or the Margolis (1987) interpretation of the selection task
is the correct one (see Gebauer & Laming, 1997; Griggs, 1989; Hardman,
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1998; Oaksford&Chater, 1995, 1996; Sperber et al., 1995; Stanovich&West,
1998a). It looks instead as if there a variety of different interpretations that
could lead to the PQ response and that the task is probably character-
ized by multiple interpretations (see Gebauer & Laming, 1997). The key
point is that both of these interpretations posit the recruitment of knowl-
edge and scenarios extrinsic to the instructions – an enthymematic style
of reasoning that adds unstated information to further contextualize the
problem.

The Tendency to “Socialize” Abstract Problems

Hilton (1995) describes the following conversational exchange:

Q: How is your family?
A: Fairly well, thank you.

Then he asks us to consider the same man who answered the above ques-
tion engaging in the next exchange with a different person, perhaps even
on the same day:

Q: How is your wife?
A. Not too good I’m afraid.
Q: And how is your family?
A: Extremely well, thank you.

The man has answered the exact same question (“How is your family?”)
in two different ways on the same day. Should we consider the man’s
responses irrational? Hilton (1995) argues that of course we would not.
Context is everything here. What if the man’s wife had recently lost a
close friend but the man’s two children were doing just great? That might
have provoked the “fairly” well in the first exchange because theman took
“family” to mean wife and kids. But in the second instance the man had
already provided information about hiswife, so he feels bound to interpret
“family” as “the kids only” so that he does not burden the questioner with
knowledge that the questioner already has.

Hilton (1995) analyzes this case in terms of Grice’s (1975) norms of ratio-
nal communication (see Hilton & Slugoski, 2000; Sperber & Wilson, 1986;
Sperber et al., 1995), which require that the speaker be cooperative with
the listener, and one of the primary ways that speakers attempt to be coop-
erative is by not being redundant. The key to understanding the so-called
Griceanmaxims of communication is to see that to understand a speaker’s
meaning, the listener must comprehend not only the meaning of what is
spoken, but also what is implicated in a given context, assuming that the
speaker intends to be cooperative. So, for example, Hilton (1995) notes that
the statement “I went to the cinema last night” is taken to imply that you
saw a film even though that was not explicitly stated. Hilton (1995) points
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out that the “default assumption of conversational rationality enjoins . . . [a
person] to go beyond the information given in making inferences about
what is required of them” (p. 257). These additional pieces of information
are termed conversational implicatures. Hilton (1995) illustrates that these
implicatures share properties with inductive inference. For example, they
are ampliative: They are conclusions that contain more information than
the premises (see also Levinson, 1995).

Grice (1975; see also Hilton, 1995; Hilton & Slugoski, 2000; Levinson,
1983, 1995; Schwarz, 1996; Sperber & Wilson, 1986) embeds under his
superordinate principle of communicative cooperativeness four maxims:
quality (try to make sure that your contribution is true), quantity (make
your contribution informative but do not make it more informative than
is required), relation (make your contribution relevant), and manner (do
not be unnecessarily ambiguous or obscure). Hilton (1995) stresses that
the Gricean maxims apply not just to the production of speech but to our
comprehension and interpretation as well. Indeed, he develops the idea
that humans automatically apply them, even in situations that are not
characterized by interactive exchange. Hilton (1995) argues that people
treat even decontextualized and depersonalized situations as conversa-
tional exchanges with an active interlocutor: “that no utterance is de-
personalized, all messages have a source, and that reasoning and infer-
ence processes typically operate on socially communicated information”
(p. 267). In short, people tend to treat even depersonalized communica-
tions as quasipersonal linguistic encounters in a social context. As in our
previous discussion of the automatic recruitment of prior knowledge, this
too is a type of automatic use of stored information. But in the present
case, the additional information that is recruited is information about prag-
matic expectancies in conversational exchanges. As with the use of prior
knowledge, the linguistic socialization of situations is most often a useful
cognitive skill (indeed, anecessary andquite astoundingone; seeLevinson,
1995). However, as is argued in a section below, it can create difficulties for
problem solving in a modern technological society with its high degree of
decontextualization.

It has not proven difficult to find experimental situationswhere Gricean
implicatures were operating to make the solution of a decontextualized
problem difficult. Consider the demonstration by Tversky and Kahneman
(1983) that people showa conjunction fallacy in probabilistic reasoning.An
example is provided by the much-investigated Linda Problem (Tversky &
Kahneman, 1983):

Linda is 31 years old, single, outspoken, and very bright. She ma-
jored in philosophy. As a student, she was deeply concerned with
issues of discrimination and social justice, and also participated in
anti-nuclear demonstrations. Please rank the following statements
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by their probability, using 1 for the most probable and 8 for the least
probable.

a. Linda is a teacher in an elementary school
b. Linda works in a bookstore and takes Yoga classes
c. Linda is active in the feminist movement
d. Linda is a psychiatric social worker
e. Linda is a member of the League of Women Voters
f. Linda is a bank teller
g. Linda is an insurance salesperson
h. Linda is a bank teller and is active in the feminist movement

Because alternative h ( Linda is a bank teller and is active in the feminist
movement) is the conjunction of alternatives c and f, the probability of h
cannot be higher than that of either c (Linda is active in the feminist move-
ment) or f (Linda is a bank teller), yet 85%of theparticipants in Tversky and
Kahneman’s (1983) study rated alternative h as more probable than f, thus
displaying the conjunction fallacy. Those investigators argued that logical
reasoning on the problem (all feminist bank tellers are also bank tellers,
so h cannot be more probable than f) was trumped by a heuristic based
on so-called representativeness that primes answers to problems based on
an assessment of similarity (a feminist bank teller seems to overlap more
with the description of Linda than does the alternative “bank teller”). Of
course, logic dictates that the subset (feminist bank teller)–superset (bank
teller) relationship should trump assessments of representativeness when
judgments of probability are at issue.

A large literature on the conjunction effect has established that rep-
resentativeness is not the only reason that the conjunction effect occurs
(Hertwig & Gigerenzer, 1999). However, our interest here is in several
explanations that posit that participants are imposing on the problem so-
cial assumptions of conversational relevance (Adler, 1984, 1991; Dulany &
Hilton, 1991; Hertwig & Gigerenzer, 1999; Hilton, 1995; Hilton & Slugoski,
2000; Macdonald&Gilhooly, 1990; Slugoski &Wilson, 1998). Hilton (1995),
for example, provides a Gricean explanation of participants’ behavior on
the Linda Problem. Under the assumption that the detailed information
given about the target means that the experimenter knows a considerable
amount about Linda, then it is reasonable to think that the phrase “Linda
is a bank teller” in the list of alternatives does not contain the phrase “and
is not active in the feminist movement” because the experimenter already
knows this to be the case. If “Linda is a bank teller” is interpreted in this
way, then rating h as more probable than f no longer represents a conjunc-
tion fallacy. Indeed, there is some evidence that participants are reading
this into the problem (Dulany &Hilton, 1991; Hertwig &Gigerenzer, 1999;
Messer & Griggs, 1993; Politzer & Noveck, 1991; Tversky & Kahneman,
1983).
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Schwarz (1996) discusses a host of demonstrations such as this, situa-
tions in the reasoning and problem-solving literature where participants
interpret depersonalized and decontextualized communications as if they
were personalized communications from someone engaged in an ongoing
interactionwith them. Thephenomenon is real. But this leaves the question
of why would someone interpret the words on a sheet of paper from an ex-
perimenter or survey researcher (who is often not even physically present)
as an exchange in an ongoing personalized discussion? Recent specula-
tive, interdisciplinary theories about the origins of human intelligencemay
provide the answer. These theories, although varied in their details, all
posit that much of human intelligence has foundations in social interac-
tion (Baldwin, 2000; Barton & Dunbar, 1997; Blackmore, 1999; Brothers,
1990; Bugental, 2000; Byrne & Whiten, 1988; Caporael, 1997; Cosmides,
1989; Cosmides & Tooby, 1992; Cummins, 1996; Dunbar, 1998; Gibbard,
1990; Gigerenzer, 1996b; Goody, 1995; Humphrey, 1976, 1986; Jolly, 1966;
Kummer, Daston, Gigerenzer, & Silk, 1997; Levinson, 1995; Mithen, 1996;
Tomasello, 1998, 1999; Whiten & Byrne, 1997).

In a seminal essay that set the stage for this hypothesis, Nicholas
Humphrey (1976) argued that the impetus for the development of primate
intelligencewas the need tomaster the social worldmore so than the phys-
ical world. Based on his observation of nonhuman primates, Humphrey
concluded that the knowledge and information processing necessary to
engage efficiently with the physical world seemed modest compared with
the rapidly changing demands of the social world. Humphrey posited that
these social demands are associated with higher intelligence. Humphrey’s
hypotheses (and other related speculations; see Jolly, 1966) in part helped
to spawn a host of research on so-called Machiavellian intelligence (Byrne
& Whiten, 1988; Whiten & Byrne, 1997): the ability to engage in multiple
and rapidly changing cooperative and competitive interchanges with a
host of conspecifics and maintain these relationships over a long period
of time.

The key aspects of Humphrey’s (1976) speculations that are critical for
the present discussion are that all further advances in cognitive capabili-
tieswere built upon a social substrate and that these socialmechanisms are
still present in our brains and pervasively color all of our cognition. They
were not replaced by the more analytic intelligence developed in humans.
Thus, a social orientation toward problems is always available as a default
processingmodewhen computational demands become onerous. The cog-
nitive architecture is one where analytic cognitionwas laid down on top of
the modules for social cognition that were already in place. In this feature,
the architecture proposed is like Dennett’s (1996) notion of four different
“kinds of minds” that all overlap with each other in the brain and that all
are simultaneously active in controlling behavior (see Stanovich & West,
2000).
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Because the social exchanges that provided the environment of evo-
lutionary adaptation for social intelligence involved fluid transactional
exchanges with partners engaged in their own dynamic problem solv-
ing, Humphrey (1976) argues that the thinking styles involved became
the dominant or default ways of approaching problems. Humphrey felt
that this processing bias – the “predisposition among people to try to fit
nonsocial material into a social mould” (p. 312) – would always compete
with subsequent types of intelligence (“kinds of minds”) that might de-
velop. The cognitive illusions demonstrated by three decades of work in
problemsolving, reasoning, anddecisionmaking (Evans, 1989; Kahneman,
Slovic, & Tversky, 1982; Kahneman& Tversky, 1996, 2000; Stanovich, 1999)
seem to bear this out. As in the Linda Problem and four-card selection
task discussed above, the literature is full of problems where an abstract,
decontextualized – but computationally expensive – approach is required
for the normatively appropriate answer. However, often alongside such a
solution resides a tempting social approach (“oh, yeah, the author of this
knows a lot about Linda”) that with little computational effort will prime
a response.

In short, the social intelligence hypothesis posits that evolutionary pres-
sures were focused more on negotiating cooperative mutual intersubjec-
tivity than on understanding the natural world. Having as its goals the
ability to model other minds in order to read intention and to make rapid
interactional moves based on those modeled intentions, interactional in-
telligence (to use Levinson’s [1995] term) is composed of the mechanisms
that support a Gricean theory of communication that relies on intention
attribution. This social, or interactional, intelligence forms that substrate
on which all future evolutionary and cultural developments in modes of
thought are overlaid.

Thus, as Humphrey (1976) puts it, “for better or worse, styles of
thinking which are primarily suited to social problem-solving colour
the behaviour of man and other primates even toward the inanimate
world” (p. 316). This social orientation toward the inanimate world leads
to one of the other fundamental computational biases that is both a
strength of cognition and also sometimes a source of error when deal-
ing with the abstract aspects of the modern technological world: the ten-
dency to seedeliberatedesign andpattern in situations that lack intentional
design.

Seeing Intentional Design in Random Events

The tendency of a socially based human intelligence to respond as if in a
social dynamic even when faced with the impersonal or random has other
consequences as well, particularly when faced with unpatterned events in
the world. As Humphrey (1976) noted, “thus the gambler at the roulette
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table, who continues to bet on the red square precisely because he has
already lost on red repeatedly, is behaving as though he expects the be-
haviour of the roulette wheel to respond eventually to his persistent over-
tures” (p. 313). Levinson (1995) proposes that the interactional intelligence
behind conversational understanding operates with an important default:
that the conversational puzzles it is trying to solve were intentionally “de-
signed to be solved and the clues have been designed to be sufficient to
yield a determinate solution” (p. 238). This makes it hard to fathom the
concept of a “design without a designer” that is at the heart of the con-
cept of evolution (Dawkins, 1986; Dennett, 1995). As Denzau and North
(1994) have argued, “it may be an evolutionarily superior survival trait
to have explanations for inexplicable phenomena; or this may just be a
by-product of the curiosity which helps make humans model builders”
(pp. 12–13).

Levinson argues that there are important “spill-over” problems when
interactional intelligence, rather than analytic intelligence, is used to de-
code the structure of the natural world. As a result

we see design in randomness, think we can detect signals from outer
space in stellar X-rays, suspect some doodles on archaeological arti-
facts to constitute an undiscovered code, detect hidden structures in
Amazonian myths. If we are attuned to think that way, then that is
perhaps further evidence for the biases of interactional intelligence: in
the interactional arena, we must take all behaviour to be specifically
designed to reveal its intentional source. (p. 245)

There is plenty of evidence for the “spill-over” effects that Levinson
posits – instances where we carry over assumptions about human design
into situations where it is absent. What in particular confounds our quest
for structure are situations infusedwith chance and randomness. The social
intelligence hypothesis posits that our voracious search for the purposive
meaning behind communicative events – our relentless search for an in-
tentional explanation (see Levinson, 1995) – was an adaptive characteristic
that allowed us to predict important events in the social world. But we
impose this relentless search for patterns on everything in the world, and
sometimes this extremely adaptive aspect of human cognition backfires
on us.

The quest for conceptual understanding is maladaptive when it takes
place in an environment in which there is nothing to conceptualize.
Humphrey (1976), in a passage cited above, mentioned the gambler’s
fallacy – the tendency for people to see links between events in the past
and events in the futurewhen the two are really independent. For example,
the number that comes up on a roulette wheel is independent of the out-
come that preceded it. Yet after five or six consecutive reds, many bettors
switch to black, thinking that it is now more likely to come up. However,
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the roulette wheel has no memory of what has happened previously. The
probability of red and black is still equal.

This pattern – the so-called gambler’s fallacy – is not restricted to the
inexperienced or novice gambler. Research has shown that even habitual
gamblers, who play games of chance over 20 hours a week, still display
belief in the gambler’s fallacy (Wagenaar, 1988). Also, it is important to
realize that the gambler’s fallacy is not restricted to games of chance. The
gambler’s fallacy operates in any domain that has a chance component,
such as sporting events and stock markets (see Andreassen, 1987). It op-
erates in any domain in which chance plays a substantial role (that is, in
almost everything). The genetic makeup of babies is an example. Psychol-
ogists, physicians, and marriage counselors often see couples who, after
having two female children, are planning a third child because “We want
a boy, and it’s bound to be a boy this time.” This, of course, is the gam-
bler’s fallacy. The probability of having a boy (approximately 50 percent)
is exactly the same after having two girls as it was in the beginning.

The tendency to see pattern and design in randomness is especially
characteristic of people who interact with the financial markets that play
such a large role in modern technological societies. Financial analysts rou-
tinely concoct elaborate explanations for every little fluctuation in stock
market prices. In fact, much of this variability is simply random fluctua-
tion (Malkiel, 1999; Shefrin & Statman, 1986; Shiller, 1987). Nevertheless,
stock market “analysts” continue to imply to their customers (and per-
haps believe themselves) that they can “beat the market” when there is
voluminous evidence that the vast majority of them can do no such thing.
If you had bought all of the 500 stocks in the Standard and Poor’s Index
and simply held them throughout the 1970s (whatwemight call a no-brain
strategy), youwould have had higher returns than 80 percent of themoney
managers on Wall Street (Malkiel, 1999). If you had done the same thing
in the 1980s and 1990s, you would have beaten two-thirds of the money
managers onWall Street (Malkiel, 1999; Updegrave, 1995). You would also
have beaten 80 percent of the financial newsletters that subscribers buy at
rates of up to $500 per year (Kim, 1994).

The tendency to see design in every random happenstance – especially
when the happenstance is a salient event that happens to us – is illustrated
in a humorous anecdote related by Dawes (1991). He wrote about meeting
an inmate fromaprison educationprogram runby theuniversity forwhich
Dawes was working. The inmate had been a bartender in a tavern and had
also had a side job collecting gambling debts (at gunpoint if necessary).
One day, he was sent to another state, Oregon, to collect a sum of money.
When he got to Oregon, he cornered the man owing the money and drew
out his gun. Just then, the police jumped from hiding and arrested him
on the spot. After telling Dawes the story, the inmate declared confidently
that he would never go to jail again.WhenDawes asked how he knew that
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he would never go to jail again, the inmate replied, “Because I’ll never go
to Oregon again!”

Now what was wrong with the inmate’s thinking? If we ignore its con-
text and accept it on its own terms, the inmate’s deduction isn’t bad. Dawes
(1991) wrote:

People laugh when I tell that story, but viewed in non-probabilistic
terms, the enforcer’s inference isn’t that bad. He had collected debts
at gunpoint many times without being arrested, and he had been
in Oregon only once. To believe that there was something special
about Oregon that “caused” his arrest is compatible with the canons
of inductive inference. (p. 245)

The problem here is not the inference per se, but the focus on trying
to explain a particular instance. The inmate was trying to explain why he
was arrested in Oregon – why he was arrested that particular time. And
it was this focus on the instance – this particular case – that was leading
the inmate to an absurd conclusion. Instead, the inmate should have been
thinking probabilistically. Therewas some probability of his being arrested
each time he collected debts at gunpoint (perhaps three times in 100). The
inmate had done it many times. This time he got arrested. It was simply
one of those three times. A general trend (such-and-such a probability of
being arrested each time he collected a debt at gunpoint) explains why
he was arrested. There was probably nothing unique about the fact that
it happened to be in Oregon. But instead, the prisoner saw some special
“design” specific to Oregon.

Computer scientist Marvin Minsky (1985) has said that “whatever hap-
pens, where or when, we’re prone to wonder who or what’s responsi-
ble. This leads us to discover explanations that we might not otherwise
imagine, and that help us predict and control not only what happens
in the world, but also what happens in our minds. But what if those
same tendencies should lead us to imagine things and causes that do
not exist? Then we’ll invent false gods and superstitions and see their
hand in every chance coincidence” (p. 232). Philosopher Daniel Dennett
(1995) alludes to this characteristic of thought when discussing the trou-
ble people have in understanding how the process of evolution pro-
duces adaptive design through random variation, differential survival,
and heredity. A perplexing question that evolution presents us with is,
“Could something exist for a reason without its being somebody’s reason?”
(p. 25).

WriterAnnieDillard (1999) alludes to how the tendency to see design of-
tenproves embarrassing to the “keenest thinkers” in every religionwhoare
faced with explaining to skeptical rationalists the “presenting face of reli-
gion” in the form of itsmass superstitions: “InNewMexico in 1978 the face
of Jesus arose in a tortilla. ‘I was just rolling out my husband’s burrito . . . ,’
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the witness began her account. An auto parts store in Progresso, Texas,
attracted crowds when an oil stain on its floor resembled the Virgin Mary.
Another virgin appeared in 1998 in Colma, California, in hardened sap on
a pine trunk. At a Nashville coffee shop named Bongo Java, a cinnamon
bun came out of the oven looking like Mother Teresa – the nun bun, pa-
pers called it. In 1996 in Leicester, England, the name of Allah appeared
in a halved eggplant” (pp. 76–77). In short, it is not difficult to enumer-
ate many examples of our social intelligence defaulting to the assumption
that all fluctuations that we see are due to intentional design. The world
that determined a critical substrate of our intelligence was a world popu-
lated with other organisms who were transforming the environment with
their own plans (see Humphrey, 1976, p. 45). Humphrey (1976) and others
(e.g., Levinson, 1995) argue that we evolved to decipher such plans, and
the social decipherer, the intentional interpreter in our brains (Wolford,
Miller, & Gazzaniga, 2000), does not automatically decouple itself from
problems when it is not needed. Chance fluctuations will thus routinely
confound such a mechanism if it is not decoupled. And of course, chance
and randomness infuse many events in our global, interactive modern
world.

The Narrative Mode of Thought

The fourth fundamental computational bias is once again a bias that leads
to the contextualization of problem solving. It is mentioned here only
briefly because it has been extensively discussed in the literature. This
fourth bias is the tendency toward a narrative mode of thought. Perhaps
Bruner’s (1986, 1990, 1996) treatments of this mode of thought are themost
well known in psychology, but a number of authors from numerous cross-
disciplinary perspectives have reiterated related themes (e.g., Carrithers,
1995; Dennett, 1991; Goody, 1977; Margolis, 1987; Oatley, 1992, 1996, 1999;
Schank, 1991). Many characteristics of the narrative mode of thought are
closely related to the contextualizing features of the fundamental compu-
tational biases discussed previously. For example, people thinking in the
narrative mode are biased toward interpreting problems in terms of sto-
ries involving agents acting instrumentally to fulfill their goals (Dennett,
1987).

Dennett (1991) has emphasized the role of the narrative in forming our
sense of self. In his Multiple Drafts theory of consciousness and its evo-
lution, the self is viewed as a narrative center of gravity, the result of dis-
tributed brain centers constantly churning narrative-like language repre-
sentations in order to aid in behavioral control. Narratives are the main
medium by which we present ourselves to ourselves, thus constructing,
from our constant storytelling with ourselves as the main protagonist, a
sense of self that then becomes the main story we tell to others. Dennett
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emphasizes the naturalness and automaticity of the narratives about the
self:

Our fundamental tactic of self-protection, self-control, and self-
definition is not spinning webs or building dams, but telling stories,
and more particularly concocting and controlling the story we tell
others – and ourselves – about who we are. And just as spiders don’t
have to think, consciously and deliberately, about how to spin their
webs, and just as beavers, unlike professional human engineers, do
not consciously and deliberately plan the structures they build, we
(unlike professional human storytellers) do not consciously and delib-
erately figure out what narratives to tell and how to tell them. Our
tales are spun, but for the most part we don’t spin them; they spin
us. Our human consciousness, and our narrative selfhood, is their
product, not their source. (p. 418)

Flanagan (1996) emphasizes the naturalness – and the automatic prop-
erties – of our narrative tendencies in his discussion of dreams as epiphe-
nomena of the evolutionarily useful tendency to make sense of stimuli by
putting them into narrative structures. He argues that “it did us a lot of
good to develop a cortex that makes sense out of experience while awake,
and the design is such that there are no costs to this sense-maker always
being ready to do its job” (p. 36). The result is the bizarre weaving together
of the random cascades of neuronal firing that occur during sleep. The
narrative maker is working as ever, but during sleep is working with de-
graded and chaotic stimuli. It grinds away nonetheless. The fragmented
semi-narrative of dreams thus becomes further evidence of the modes of
thought that are our defaults in our waking hours as well.

Perhaps Carrithers’s (1995) discussion of the narrative mode has the
closest affinity with the social intelligence hypothesis of Humphrey (1976)
and others. He notes that stories “have the capacity to frame a markedly
intricate and elaborate flowof social events, indeed just the sort of flow that
seems even more characteristic of human than of other social primate so-
cieties” (p. 261). Carrithers emphasizes the binding function of narratives,
that they tie together many-sided interactions over a considerable period
of time. He shares Bruner’s (1986) emphasis on the narrative as sequencing
the consequences of intentional action, aswell as structuring and exploring
the consequences of emotional reactions (see Oatley, 1992, 1996, 1999), but
emphasizes the role of narrative in solving the evolutionary problem of
social coordination (see Levinson, 1995).

Margolis (1987) argues that people have a tendency to fill in contex-
tual information when a problem is not “narrativized” or does not contain
a schema that is familiar to the participant: “In the impoverished envi-
ronment of the set-piece puzzle, therefore, we may impute a wider con-
text to the problem that is not only not there at all but perhaps is flatly
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inappropriate” (pp. 143–144). The tendency to supplement purely formal
problemswithprior knowledgeoften takes the formof a constructednarra-
tive that is largely free of the constraints of information actually presented
in the problem.2 Margolis has pointed out that it is not uncommon for a
participant to concoct a task construal that is so discrepant from anything
in the problemas set (even if narratively coherent in itself) that it represents
a serious cognitive error: “An anomalous response will almost always in
fact be a reasonably logical response to another question (as Henle has
claimed), and in particular to a question that means something in the life
experience of the individual giving the response. But the other question
will often turn out to be a logically irrelevant or absurd interpretation of
the context that actually prompted the response” (p. 6).

Many authors emphasizes the “naturalness” of the narrative mode for
most real-world situations, and the corresponding unnaturalness of the
analytic (scientific and abstract) mode of thinking. For example, Oatley
(1996) notes that “one of the properties of the narrative mode is that ob-
jects expressed in this mode, that is to say, stories about agents, slip easily
into the mind. . . . [in contrast] the mind is more resistant to objects based
on the paradigmatic [analytic] mode. At least such objects need elaborate
cultural assistance to allow them to enter the mind, for example, knowl-
edge about how to reason mathematically, how to understand statistical
data presented in tables and diagrams, or how to draw inferences validly
from scientific experiments” (p. 123). Likewise, Carrithers (1995) empha-
sizes that the narrativemode is not well suited to generalization but works
more on the basis of particular to particular. If the former is the focus,
then abstract, essayist-styled (Olson, 1977, 1994), scientific thought is the
most efficient mode. This contrast between the analytic scientific styles of
thought and those reflected in the fundamental computation biases is the
focus of other sections of this chapter below.

the evolutionary adaptiveness of the fundamental
computational biases

Each of the fundamental computational biases discussed previously is a
functional aspect of human cognition. Indeed, they are fundamental pre-
cisely because they are basic information-processing adaptations that arose
in our evolutionary history probably long before themore abstract features
of analytic intelligence (Mithen, 1996). Many investigators have painted
compelling theoretically and empirically based explanations of why
these computational biases developed in the course of human evolution

2 Epstein, Donovan, and Denes-Raj (1999) note that many investigators have commented on
the tendency of participants to spontaneously produce narrative responses to the Linda
problem.
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(Cosmides & Tooby, 1992; Humphrey, 1976, 1986; Mithen, 1996; Pinker,
1997). The socialization of problems and the tendency to see deliberate
design in undesigned parts of the environment follow from the evolution-
ary assumptions behind the social intelligence hypothesis: that attributing
intentionality in order to predict the behavior of conspecifics and to coor-
dinate behavior with them (see Gibbard, 1990) was a major evolutionary
hurdle facing the social primates, in many cases more computationally
complex than mastering the physical environment (Humphrey, 1976). The
tendency to see design may have other evolutionary sources. For exam-
ple, Dennett (1991) discusses the “innate tendency to treat every changing
thing at first as if it had a soul” (p. 32). He speculates that this tendency
is innate because it is an evolutionary design trick that is “a shortcut for
helping our time-pressured brains organize and think about the things that
need thinking about if we are to survive” (p. 32).

The ubiquitous tendency to adopt what Dennett (1978, 1987) calls the
intentional stance underlies many of the fundamental computational bi-
ases (particularly, the tendency to see human design in the world and to
socialize problems). There appear to be biologically based brain structures
devoted to supporting the intentional stance toward other animate be-
ings (Baron-Cohen, 1995). However, thesemechanisms do not appear to be
modular in Fodor’s (1983) strict sense, because they are not informationally
encapsulated – they do draw on information from domain-general parts
of the brain (Baron-Cohen, 1998; Thomas &Karmiloff-Smith, 1998; Tsimpli
& Smith, 1998). Instead, they reflect a processing style that infuses much
of cognition because they were early developing aspects of intelligence.
Evolutionarily later aspects of analytic cognition (see Dennett, 1991, 1996;
Mithen, 1996) did not replace these older socially based mechanisms but
were built on top of them. Thus, aspects of social intelligence infuse even
abstract problems that are best solved with later developing (see Mithen,
1996; Reber, 1992a, 1992b) analytic intelligence.

Finally, there exist many theoretical arguments for why the automatic
contextualizationofproblemswithpriorknowledgemightbeadaptive (see
Stanovich, 1999). For example, Evans and Over (1996) provide arguments
in favor of the adaptiveness of contextualization and the nonoptimality of
alwaysdecouplingprior beliefs fromproblem situations (“beliefs that have
served us well are not lightly to be abandoned,” p. 114). Their argument
parallels the reasons that philosophy of science has moved beyond naive
falsificationism (see Howson & Urbach, 1993). Scientists do not abandon
a richly confirmed and well-integrated theory at the first little bit of fal-
sifying evidence, because abandoning the theory might actually decrease
explanatory coherence (Thagard, 1992). Similarly, Evans and Over (1996)
argue that beliefs that have served us well in the past should be hard to
dislodge, and projecting them on to new information – because of their
past efficacy – might help in assimilating the new information.
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This argument for the adaptiveness of contextualization was termed
the knowledge projection argument by Stanovich (1999) because it reappears
in a remarkably diverse set of disciplines and specialties within cognitive
science. For example, philosopher Hilary Kornblith (1993) stresses that
“mistaken beliefs will, as a result of belief perseverance, taint our percep-
tion of new data. By the same token, however, belief perseverance will
serve to color our perception of new data when our preexisting beliefs are
accurate. . . . If, overall, our belief-generating mechanisms give us a fairly
accurate picture of the world, then the phenomenon of belief persever-
ance may do more to inform our understanding than it does to distort it”
(p. 105).

This argument – that in a natural ecologywheremost of our prior beliefs
are true, projecting our beliefs on to new data will lead to faster accumu-
lation of knowledge – has been used to explain the false consensus effect
in social psychology (Dawes, 1989, 1990; Hoch, 1987; Krueger & Zeiger,
1993), findings on expectancy effects in learning (Alloy&Tabachnik, 1984),
biases in evaluating scientific evidence (Koehler, 1993), realism effects in
attributing intentionality (Mitchell, Robinson, Isaacs, & Nye, 1996), syllo-
gistic reasoning (Evans, Over, & Manktelow, 1993), and informal reason-
ing (Edwards & Smith, 1996). Alloy and Tabachnik (1984) summarize the
generic case for knowledge projection, arguing for the general adaptive-
ness of such contextualization: Because “covariation information provided
in an experiment may represent only one piece of conflicting evidence
against the background of the large body of data about event covariations
summarized by an expectation, it would be normatively appropriate for
organisms to weight their expectations more heavily than situational in-
formation in the covariation judgment process” (p. 140). Of course, Alloy
and Tabachnik emphasize that we must project from a largely accurate set
of beliefs in order to obtain the benefit of knowledge projection. In a sea
of inaccurate beliefs, the situation is quite different (see Stanovich, 1999,
Chapter 8, for a discussion).

facilitating reasoning by fitting problems to the
fundamental computational biases

Evolutionary psychologists have shown that many of the problems that
are difficult for people in their abstract forms can be made easier to solve
if they are contextualized, particularly if they are contextualized in ways
that are compatible with the representations used by specific evolution-
arily adapted modules (see Cosmides & Tooby, 1992, 1996; Gigerenzer &
Hoffrage, 1995). The most famous demonstration involves Wason’s (1966)
four-card selection task described above. The abstract rule (if there is a
vowel on one side of the card, then there is an even number on the other
side) is notoriouslydifficult, and this has beenknown for some time (Evans,
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Newstead, & Byrne, 1993). At first it was thought that the abstract content
of the vowel/number rule made the problem hard for people and that
more real-life or “thematic,” nonabstract problems would raise perfor-
mance markedly. Investigators tried examples like the following “Desti-
nation Rule”: “If ‘Baltimore’ is on one side of the ticket, then ‘plane’ is on
the other side of the ticket.” The fours cards facing the participant said:

Destination:
Baltimore 

Destination:
Washington 

Mode of Travel:
Plane 

Mode of Travel:
Train 

Surprisingly, this type of content did not improve performance at all
(Cummins, 1996; Manktelow & Evans, 1979; Newstead & Evans, 1995;
Stanovich & West, 1998a). Most participants still picked either P and Q or
the P card only. The correct P, not-Q solution escaped the vast majority.

However, Griggs and Cox (1982) were the first to use a thematic version
of the task that did markedly improve performance in their experiment
and in many subsequent experiments by other investigators (Cummins,
1996; Dominowski, 1995; Newstead& Evans, 1995; Pollard & Evans, 1987).
Here is a particularly easy version of the Griggs and Cox rule used by my
research group (Stanovich &West, 1998a). Do the problem and experience
for yourself how easy it is:

Imagine that you are a police officer on duty, walking through a local
bar. It is your job to ensure that the drinking laws are in effect in this
bar. When you see a person engaging in certain activities, the laws
specify that certain conditions must first be met. One such law is “If
a person is drinking beer then the person must be over 21 years of
age.” Each of the boxes below represents a card lying on a table. There
are two pieces of information about a person on each card. Whether
or not the person is drinking beer is on one side of the card and the
person’s age is on the other side. For two of the people, you can see
their age, but you cannot seewhat they aredrinking. For the other two
people, you can see what they are drinking, but you cannot see their
age. Your task is to decide whether or not this law is being broken
in the bar. Circle the card or cards you would definitely need to turn
over to decidewhether or not the law is being broken. Youmay select
any or all of the cards.

Drink:
Beer 

Age:
22 

Drink:
Coke 

Age:
18 

Many people answer the Drinking Age problem correctly, including
many people who answer the abstract version incorrectly. This is true even



Fundamental Computational Biases 315

though the underlying logical structure of the two problems are seemingly
the same. The answer to both is to pick P and not-Q – in this problem, Beer
and Age 18.

With the invention of theDrinkingAge problem, researchers had finally
found a way to get participants to give the right answer to theWason four-
card selection task after 15 years of research (at the time of the Griggs &
Cox, 1982, report). Joy was short-lived however, because researchers im-
mediately began to doubtwhether the reasoning process leading to correct
responses on the abstract version was anything like the reasoning process
leading to correct responses on the Drinking Age version. That is, despite
the surface similarity of the two rules, investigators began to think that they
were actually tapping fundamentally different reasoningmechanisms. The
Destination rule, for example, is what is called an indicative rule: a rule
concerning the truth status of a statement about the world. In contrast, the
Drinking Age rule is a so-called deontic rule. Deontic reasoning problem
solving concerns thinking about the rules used to guide human behavior,
about what “ought to” or “must” be done. Cummins (1996) terms a deon-
tic rule a rule about “what one may, ought, or must not do in a given set
of circumstances” (p. 161; see also Manktelow, 1999; Manktelow & Over,
1991). A number of theorists have argued that deontic rules and indicative
rules engage different types of mental mechanisms.

The most famous of these proposals was in a highly influential paper
by Cosmides (1989), one of the leading figures in the move to ground
psychology in evolutionary theory that swept through psychology in the
1990s (for summaries, see Buss, 1999; Cosmides & Tooby, 1992, 1994, 1996;
Geary & Bjorklund, 2000; Pinker, 1997; Plotkin, 1998). She proposed that
evolution has built processing systems (what she termed Darwinian algo-
rithms) exclusively concerned with social exchange in human interactions.
These algorithms embody the basic rule “if you take a benefit, then you
must pay a cost” and are extremely sensitive “cheater detectors”: They
react strongly to instances where an individual takes a benefit without
paying the cost. In the Drinking Age problem, an individual underage and
drinking beer is just that: a cheater. Thus, with this rule, the possibility of
an 18-year-old drinking beer (the P and not-Q case) becomes very salient
because the rule automatically triggers an evolutionary algorithm specif-
ically concerned with detecting card selections that happen to be correct.
The indicative rule of course does not trigger such a Darwinian algorithm.
Evolution has provided no special module in the brain for solving indica-
tive problems. The tools for solving such problems are largely cultural
inventions (Dennett, 1991; Jepson, Krantz, & Nisbett, 1983; Krantz, 1981;
McCain, 1991; Stanovich, 1999; Thagard & Nisbett, 1983), and the brain
processes supporting them are fragile because they demand much com-
putational capacity (Dennett, 1991; Evans & Over, 1996, 1999; Stanovich &
West, 2000).



316 Stanovich

Cosmides’s (1989) hypothesis is not theonly explanation for the superior
performance in the Drinking Age problem (see Cheng & Holyoak, 1985;
Evans & Over, 1996; Kirby, 1994; Manktelow, 1999; Manktelow & Over,
1991;Manktelow,Sutherland,&Over,1995;Oaksford&Chater,1994,1996).
Other theorists have taken issue with her emphasis on a domain-specific
and informationally encapsulatedmodules for regulating social exchange.
However, the alternative explanations do share some family resemblances
with Cosmides’s (1989) account. They tend to view the Drinking Age task
as a problem of pragmatic rationality rather than epistemic rationality. In-
dicative selection tasks tap epistemic rationality: They probe how people
test hypotheses about the nature of theworld. In contrast, deontic tasks tap
pragmatic rationality: They concern how actions should be regulated and
what people should do in certain situations. Given the arguments of the
social intelligence theorists, we againmight expect themechanisms for the
former to be evolutionarily younger (seeMithen, 1996; Reber, 1992a, 1992b)
and more computationally cumbersome (Dennett, 1991; Evans & Over,
1996, 1999; Stanovich & West, 2000). If participants do not use the com-
putationally expensive processes of analytic intelligence (Dennett, 1991;
Stanovich, 1999) to solve the indicative task, then they must rely on auto-
matic heuristics such as Evans’s (1996) relevance heuristic. This heuristic
generates a primitive, so-called matching response of P and Q: The par-
ticipant is primed to choose just the two cards mentioned in the rule. The
problem is that, in the indicative task, these heuristics do not lead to the
correct response.

Consistent with this interpretation are some individual difference data
from my own lab (Stanovich & West, 1998a). Richard West and I have
found that there were large intelligence differences in abstract selection
task problems. The minority of individuals who answered correctly had
significantly higher SAT scores than those that did not, and the difference
was quite large in magnitude (effect sizes of roughly .500 to .800). In con-
trast, cognitive ability differences between those who answered deontic
problems such as the Drinking Age problem correctly and incorrectly are
considerably smaller (effect sizes of roughly .050 to .400).

A similar pattern is apparent on other tasks where the fundamental
computational biases lead to overall poor performance on noncontextu-
alized task versions. Take the conjunction fallacy illustrated above (the
Linda Problem). Evolutionary psychologists have argued that the human
cognitive apparatus is more adapted to dealingwith frequencies thanwith
probabilities (Brase, Cosmides, & Tooby, 1998; Cosmides & Tooby, 1996;
Gigerenzer & Hoffrage, 1995). It has been found that when tasks such as
the Linda Problem are revised in terms of estimating the frequency of cat-
egories rather than judging probabilities, that performance is improved
(see Fiedler, 1988; Gigerenzer, 1991, 1993). My research group has repli-
cated this finding, but we again found that cognitive ability differences are
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much smaller in the frequentist versions of these problems (Stanovich &
West, 1998b).

My research group (1999; Stanovich&West, 2000) has reported other in-
stances of this trend. Specifically, the abstract, noncontextualized versions
of many problem-solving and reasoning problems usually produces large
cognitive ability differences. Versions of many of these problems designed
with considerations of evolutionary psychology in mind have indeed pro-
duced vastly superior performance overall. However, these same versions
oftenattenuate individualdifferences inanalytic intelligence. I haveargued
(1999) that these findings are reconciled by clearly distinguishing evolu-
tionary adaptation from normative (or individual) rationality. In this dis-
tinction lies a possible rapprochement between the researchers who have
emphasized the flaws in human cognition (Kahneman & Tversky, 1973,
1996, 2000) and the evolutionary psychologists who have emphasized the
optimality of human cognition (Cosmides & Tooby, 1994, 1996; Gigerenzer
& Todd, 1999). What is useful here is to use Dawkins’s (1976) replica-
tor/vehicle terminology to distinguish between evolutionary adaptation
at the level of the gene and instrumental rationality (utility maximization
given goals and beliefs) at the level of the individual person.

Distinguishing optimization at the level of the replicator from optimiza-
tion at the level of thevehicle can reconcile both the impressive recordofde-
scriptive accuracy enjoyed by a variety of adaptationistmodels (Anderson,
1990, 1991; Oaksford & Chater, 1994, 1996, 1998) with the fact that cogni-
tive ability sometimes dissociates from the response deemed optimal on
an adaptationist analysis (Stanovich &West, 2000). For example, Oaksford
and Chater (1994) have had considerable success in modeling the abstract
selection task as an inductive problem in which optimal data selection
is assumed (see also Oaksford, Chater, Grainger, & Larkin, 1997). Their
model predicts the modal response of P and Q and the corresponding
dearth of P and not-Q choosers. Similarly, Anderson (1990, pp. 157–160)
models the 2 × 2 contingency assessment experiment using amodel of op-
timally adapted information processing and shows how it can predict the
much-replicated finding that the D cell (cause absent and effect absent)
is vastly underweighted (see also Friedrich, 1993; Klayman & Ha, 1987).
Finally, a host of investigators (Adler, 1984, 1991; Dulany & Hilton, 1991;
Hilton, 1995; Hilton & Slugoski, 2000; Levinson, 1995) have stressed how
a model of rational conversational implicature predicts that violating the
conjunction rule in the Linda Problem reflects the adaptive properties of
interactional intelligence.

Yet in all three of these cases – despite the fact that the adaptation-
ist models predict the modal response quite well – individual differences
analyses demonstrate associations that alsomust be accounted for. Correct
responders on the abstract selection task (P and not-Q choosers, not those
choosing P and Q) are higher in cognitive ability. In the 2× 2 covariation
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detection experiment, it is those participants weighting cell Dmore equally
(not those underweighting the cell in the way that the adaptationist model
dictates) who are higher in cognitive ability (Stanovich & West, 1998d).
Finally, despite conversational implicatures indicating the opposite, indi-
viduals of higher cognitive ability disproportionately tend to adhere to the
conjunction rule. These patterns make sense if it is assumed (1) that there
are two systems of processing, sometimes labeled heuristic and analytic
(see Evans & Over, 1996; Sloman, 1996; Stanovich, 1999), (2) that the two
systems of processing are optimized for different situations and different
goals, and (3) that in individuals of higher cognitive ability there is a greater
probability that the analytic system will override the heuristic system.

This differential proclivity for override could become important in situ-
ations where the two systems compute different responses. Richard West
and I (Stanovich, 1999; Stanovich & West, 2000) have argued that this is
more likely to happen in situations where the human cognitive system has
instantiated conflicting goals. Differing goals might characterize different
levels of computational complexity in a “tower of intellect” model of the
type popularized by Dennett (1991, 1995, 1996) and illustrated by the title
of his book Kinds of Minds. In such a conception, more computationally
complex cognitive structures do not replace simpler ones, but are posited
to operate in parallel. Specifically, what we must be concerned about are
situationswhere the evolutionary adapted goals (instantiated in the evolu-
tionarily older heuristic mechanisms) do not coincide with personal goals
in the current environment, which aremore likely to be tracked by systems
displaying a more flexible, analytic intelligence (Sternberg, 1997).

In short, the critical situations are thosewhere the interests of the replica-
tors and the vehicle do not coincide (again, to use Dawkins’s [1976] terms).
Evolutionary psychologists are prone to emphasize situations where ge-
netic goals and personal goals coincide. They are not wrong to do so be-
cause this is often the case. Accurately navigating around objects in the
natural world was adaptive during the EEA, and it similarly serves our
personal goals aswe carryout our lives in themodernworld. Likewisewith
other evolutionary adaptations: It is a marvel that humans are exquisite
frequency detectors (Hasher & Zacks, 1979), that they infer intentionality
with almost supernatural ease (Levinson, 1995), and that they acquire a
complex language code from impoverished input (Pinker, 1994) – and all
of these mechanisms serve personal goal fulfillment in the modern world.
But none of this means that the overlap is necessarily 100%.

First, evolutionary biology is full of examples where the genes instan-
tiate strategies that necessitate sacrificing the vehicle. Dawkins’s book The
Extended Phenotype (1982) contains many such examples. For instance, the
genes have little interest in the vehicle they build once it is beyond its
reproductive years, which is why many creatures (such as salmon) die
immediately after reproducing. But as humans, we are interested in our
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postreproductive longevity, thus we have a clear example of genetic goals
and individual goals coming apart. Skyrms (1996) devotes an entire book
on evolutionary game theory to showing that instrumental goal optimiza-
tion for an individual organism might not coincide with adaptive fitness.
He concludes that “if evolutionary game theory is generalized to allow for
correlation of encounters between players and like-minded players, then
strongly dominated strategies – at variancewith both rational decision and
game theory – can take over the population. . . . When I contrast the results
of the evolutionary account with those of rational decision theory, I am not
criticizing the normative force of the latter. I am just emphasizing the fact
that the different questions asked by the two traditions may have different
answers” (pp. x–xi). Skyrms’s book articulates the environmental and pop-
ulation parameters under which “rational choice theory completely parts
ways with evolutionary theory” (p. 106; see also Cooper, 1989). The point
is that local maximization in the sense of genetic fitness is not the same as
the maximization of expected utility for the individual.

Unfortunately, the modern world tends to create situations where some
of the default values of evolutionarily adapted cognitive systems are not
optimal. Many of these situations implicate the fundamental computa-
tional biases discussed previously. These biases serve to radically contex-
tualize problem-solving situations. In contrast, modern technological so-
cieties continually spawn situations where humans must decontextualize
information, where they must deal abstractly (Adler, 1984) and in a de-
personalized manner with information. Such situations require the active
suppression of the personalizing and contextualizing styles that charac-
terize the fundamental computational biases. These situations may not be
numerous, but they tend tobe inparticularly importantdomainsofmodern
life – indeed, they in part define modern life in postindustrial knowledge-
based societies.

the fundamental computational biases and the problems
of modern society

Mechanisms designed for survival in preindustrial times are clearly some-
times maladaptive in a technological culture. Our mechanisms for storing
and utilizing energy evolved in times when fat preservation was effica-
cious. These mechanisms no longer serve the goals of people in a tech-
nological society where a Burger King is on every corner. Likewise, the
cognitive mechanisms that lead us to stray from normative models that
would maximize utility are probably mechanisms that once were fitness
enhancing but now serve to thwart our goals (see Baron, 1993, 1994, 1998;
Stanovich, 1999).

It is argued here that many of the fundamental computational biases
are now playing this role. Such biases directly conflict with the demands
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for decontextualization that a highly bureaucratized society puts on its cit-
izens. Indeed, this is often why schools have to explicitly teach such skills
of cognitive decontextualization. Donaldson (1978, 1993) views this as one
of the primary tasks of schooling (see Anderson, Reder, & Simon, 1996).
She argues that “what is involved in the mind’s movement from ‘seven
fishes’ to ‘seven’ is abstraction indeed, but it is more: it is a dramatic de-
contextualization. In the contexts of our ordinary life we have to deal with
quantities of fishes but we never encounter seven” (p. 90). She emphasizes
how, in order to master a variety of abstract rule systems (mathematics,
logic, etc.), decontextualization must become a comfortable thinking style
for a learner: “If the intellectual powers are to develop, the child must
gain a measure of control over his own thinking and he cannot control it
while he remains unaware of it. The attaining of this control means prising
thought out of its primitive unconscious embeddedness in the immedia-
cies of living in the world and interacting with other human beings. It
means learning to move beyond the bounds of human sense. It is on this
movement that all the higher intellectual skills depend” (Donaldson, 1978,
p. 123).

This point is a recurring theme in the literature of cognitivedevelopment
(e.g., Neimark, 1987; Piaget 1972; Sigel, 1993). Indeed, many developmen-
tal theorists, as have influential cognitive psychologists (e.g., Kahneman
& Tversky, 1982), emphasize how schooling teaches children to decou-
ple reasoning from the pragmatic inferences of language comprehension.
For example, in a paper discussing developmental trends in reasoning,
Chapman (1993) draws the specific link between the ability to decouple
pragmatic knowledge in the interests of reasoning logically: “[C]hildren
who have mastered the pragmatic rules of language may have to unlearn
some of these rules when it comes to formal reasoning. More precisely,
they may have to learn that particular contexts exist in which those rules
do not apply” (p. 104).

Of course, all of this emphasis ondecouplingpragmatic processes of nat-
ural language understanding is quite unnatural – unnatural in the sense
that it is evolutionarilyunprecedentedand that it requires overridingmany
cognitive heuristics that are probably highly automatized (Pollock, 1995;
Stanovich, 1999). But it is not just for success in school that we inculcate
the decontextualization skills emphasized by Donaldson (1978, 1993). In-
creasingly, modern society is demanding such skills (Frank & Cook, 1995;
Gottfredson, 1997; Hunt, 1995, 1999) – and in some cases it is rendering eco-
nomically superfluous anyone who does not have them (Bronfenbrenner,
McClelland, Wethington, Moen, & Ceci, 1996; Frank & Cook, 1995).

Modern society createsmany situations that require radical decontextu-
alization, that require oneormoreof the fundamental computational biases
to be overridden by analytic intelligence. For example, many aspects of the
contemporary legal system put a premium on detaching prior belief and
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world knowledge from the process of evidence evaluation. There has been
understandable vexation at odd jury verdicts rendered because of jury the-
ories and narratives concocted during deliberations that had nothing to do
with the evidence but instead that were based on background knowledge
and personal experience. For example,members of a Baltimore jury acquit-
ted a murder defendant who had been identified by four witnesses and
had confessed to two people because “they had invented their own highly
speculative theory of the crime” (Gordon, 1997, p. 258). In this case, the per-
petrator had wanted to plea bargain for a 40-year sentence, but this was
turned down at the request of the victim’s family. Similarly, in Lefkowitz’s
(1997) account of the trial of several teenagers in an affluent New Jersey
suburb who brutally exploited and raped a young girl who was intellec-
tually disabled, one juror concocted the extenuating circumstance that one
defendant thought he was attending an “initiation rite” even though no
evidence for such a “rite” had been presented in months of testimony.

The point is that in a particular cultural situationwhere detachment and
decoupling is required, the people who must carry out these demands for
decontextualization are often unable to do so even under legal compul-
sion. Posttrial reports of juries in a “creative,” “narrative,” or highly en-
thymematic mode have incited great debate. If the polls are to be believed,
a large proportion of Americans were incensed at the jury’s acquittal of
O. J. Simpson. Similar numbers were appalled at the jury verdict in the
first trial of the officers involved in the Rodney King beating. What both
juries failed to do was to decontextualize the evidence in their respective
cases, and each earned the wrath of their fellow citizens because it is a
cultural (and legal) expectation of citizenship that people should be able
to carry out this cognitive operation in certain settings.

The need to decontextualize also characterizes many work settings in
contemporary society. Consider the common admonition in the retail ser-
vice sector of “the customer is always right.” This admonition is often
interpreted to include even instances where customers unleash unwar-
ranted verbal assaults that are astonishingly vitriolic. The service worker
is supposed to remain polite and helpful under this onslaught, despite the
fact that such emotional social stimuli are no doubt triggering evolution-
arily instantiated modules of self-defense and emotional reaction. All of
this emotion, all of these personalized attributions – all fundamental com-
putational biases – must be set aside by the service worker, and instead an
abstract rule that “the customer is always right” must be invoked in this
special, socially constructed domain of the market-based transaction. The
worker must realize that he or she is not in an actual social interaction with
this person (which if true, might call for socking them in the nose!), but in
a special, indeed, “unnatural” realm where different rules apply.

Numerous theorists have warned about a possible mismatch between
the fundamental computational biases and the processing requirements
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of many tasks in a technological society containing many abstract and
decontextualized symbolic artifacts. Hilton (1995) warns that the default
assumption of interactional intelligence may be wrong for many technical
settings because “many reasoning heuristics may have evolved because
they are adaptive in contexts of social interaction. For example, the expec-
tation that errors of interpretation will be quickly repaired may be correct
whenwe are interactingwith a human being but incorrect whenmanaging
a complex system such as an aircraft, a nuclear power plant, or an economy.
The evolutionary adaptiveness of such an expectation to a conversational
settingmay explainwhypeople are so bad at dealingwith lagged feedback
in other settings” (p. 267).

Concerns about the real-world implications of the failure to engage in
necessary cognitive abstraction (seeAdler, 1984)werewhat ledLuria (1976)
to warn against minimizing the importance of decontextualizing thinking
styles. In discussing the syllogism, he notes that “a considerable propor-
tion of our intellectual operations involve such verbal and logical systems;
they comprise the basic network of codes along which the connections in
discursive human thought are channeled” (p. 101). Likewise, regarding
the subtle distinctions on many decontextualized language tasks, Olson
(1986) has argued that “the distinctions onwhich such questions are based
are extremely important to many forms of intellectual activity in a liter-
ate society. It is easy to show that sensitivity to the subtleties of language
are crucial to some undertakings. A person who does not clearly see the
difference between an expression of intention and a promise or between a
mistake and an accident, or between a falsehood and a lie, should avoid a
legal career or, for that matter, a theological one” (p. 341).

Olson’s statement reflects a stark fact about modern technological so-
cieties: They are providing lucrative employment only for those who can
master complexity, make subtle quantitative and verbal distinctions, and
reason in decontextualized ways (Bronfenbrenner et al., 1996; Frank &
Cook, 1995; Gottfredson, 1997; Hunt, 1995, 1999). Objectivemeasures of the
requirements for cognitive abstractionhavebeen increasingacrossmost job
categories in technological societies throughout the past several decades
(Gottfredson, 1997). This iswhymeasures of the ability todealwith abstrac-
tion remains thebest employmentpredictor and thebest earningspredictor
in postindustrial societies (Brody, 1997; Gottfredson, 1997; Hunt, 1995).

Adler (1991) emphasizes the point that not tomake important linguistic,
probabilistic, and logical distinctions in a complex social environment has
real costs and represents more than just the failure to play an artificial
game:

The conversationally induced problem of a lack of shared under-
standing is a subtleone,notdue toanyblatantverbal trick. It is reason-
able to conjecture that the subtlety results in part from participants’
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limited skill with the rule the experimenter wants to study. To be spe-
cific: Our greater pragmatic sophistication alone does not explain the
differences in the dominant adult responses to the conjunction effect
compared to the Piaget class-inclusion studies. The difference be-
tween the number of members of a class and the number of a proper
sub-class is so obvious to us that we readily permit the conversa-
tionally untoward question – “Are there more dimes or coins?” – at
face value. Our greater resistance to the violation of the maxims in
the conjunction-effect experiment is partly due, I believe, to a certain
lack of either accessibility to or confidence in – though not compe-
tencewith – the conjunction rule for probabilities. If this is so, then the
fact that subjects do not understand the experimenter as he intends
his words is itself some evidence of a weakness in subjects’ under-
standing of the scope of the conjunction rule in everyday reasoning.
(p. 265)

Einhorn and Hogarth (1981) highlight the importance of decontextu-
alized environments in their discussion of the optimistic and pessimistic
views of the cognitive biases revealed in laboratory experimentation. They
note that “the most optimistic asserts that biases are limited to laboratory
situations which are unrepresentative of the natural ecology” (p. 82), but
they go on to caution that “in a rapidly changing world it is unclear what
the relevant natural ecology will be. Thus, although the laboratory may be
an unfamiliar environment, lack of ability to perform well in unfamiliar
situations takes on added importance” (p. 82).

Critics of the abstract content ofmost laboratory tasks and standardized
tests have been misguided on this very point. The issue is that, ironically,
the argument that the laboratory tasks and tests are not like “real life” is be-
coming less and less true. “Life,” in fact, is becomingmore like the tests! Try
using an international ATMmachine with which you are unfamiliar, or try
arguing with your HMO about a disallowed medical procedure. In such
circumstances, we invariably find out that our personal experience, our
emotional responses, our stimulus-triggered intuitions about social justice
are all worthless. All are for naughtwhen talking over the phone to the rep-
resentative looking at a computer screen displaying a spreadsheet with a
hierarchyofbranchingchoices andconditions tobe fulfilled.The social con-
text, the idiosyncrasies of individual experience, the personal narrative –
all are abstracted away as the representatives of modernist technological-
based services attempt to “apply the rules.” Consider Toronto writer Todd
Mercer (2000) trying to fly across the continent on short notice to be with
his 83-year-old father undergoing emergency surgery. Calling Canadian
Airlines and finding out that the last-minute scheduled airline fare was
$3,120,Mercer askedwhether therewas anydiscount that applied to his sit-
uation and was informed that he might be eligible for an “imminent death
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discount” by, as Mercer puts it, “no less a medical/spiritual authority”
than the telephone ticket agent. Prodded for the definition of “imminent
death,” the ticket agent quotes from a document outlining the details of the
“bereavement travel program” that clarifies the program’s requirements
when illness rather than death is the reason for the travel. The ticket agent
relates that the person in question must be a patient in intensive care, a
patient in the final stages of cancer, or a patient involved in a serious acci-
dent.Merton’s father had an aortic aneurysm,whichmade him a “walking
time bomb” according to his doctor, but he had not yet gone into surgery
and had not yet been put into intensive care. The ruling was that such a
situation was in “a gray area” and, as a result, the ticket agent stonewalled
by saying that “not all operations are life threatening. The imminent death
discount is not meant just for operations. It is meant for imminent death” –
the latter defined as above, and another round of technical and nuanced
argument between Mercer and the ticket agent ensued. This is life in the
First World in the early part of the twenty-first century.

The abstract, semantic games encountered by Mercer are nothing com-
pared with what a person faces when deciding on whether to apply for a
tax deduction for an infirm relative who lived outside Canada for the year
1994. Canada Customs and Revenue Agencywill advise the person: “Your
dependent must be: – your or your spouse’s child or grandchild, if that
child was born in 1976 or earlier and is physically ormentally infirm; or – a
person living in Canada at any time in the yearwhomeets all of the follow-
ing conditions. The personmust have been: – your or your spouse’s parent,
grandparent, brother, sister, aunt, uncle, niece, or nephew; – born in 1976
or earlier; and – physically or mentally infirm.” Given the ubiquitousness
of such abstract directives in our informational and technology-saturated
society, it just seems perverse to argue the “unnaturalness” of decontextu-
alized reasoning skills when such skills are absolutely necessary in order
to succeed in our society. If one has the postindustrial goal of, say, “going
to Princeton,” then the only way to fulfill that goal in our current society
is to develop such cognitive skills. Situations that require abstract thought
and/or the ability to deal with complexity will increase in number asmore
niches in postindustrial societies require these intellectual styles and skills
(Gottfredson, 1997; Hunt, 1995). For intellectuals to use their abstract rea-
soning skills to argue that the “person in the street” is in no need of such
skills of abstraction is like a rich person telling someone in poverty that
money is not really all that important.

To the extent thatmodern society increasingly requires the fundamental
computational biases to be overridden, then dissociations between evolu-
tionary and individual rationality will become more common. Cosmides
and Tooby (1996) argue that “in the modern world, we are awash in nu-
merically expressed statistical information. But our hominid ancestors did
not have access to the modern accumulation which has produced, for the
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first time in humanhistory, reliable, numerically expressed statistical infor-
mation about the world beyond individual experience. Reliable numerical
statements about single event probabilities were rare or nonexistent in the
Pleistocene” (p. 15). “It is easy to forget that our hominid ancestors did not
have access to the modern system of socially organized data collection, er-
ror checking, and information accumulation. . . . In ancestral environments,
the only external database available fromwhich to reason inductively was
one’s own observations” (Brase et al., 1998, p. 5).

Precisely. I am living in a technological society where I must: decide
which HMO to join based on just such statistics; figure out whether to
invest in a Roth IRA; decide what type of mortgage to purchase; figure out
what type of deductible to get on my auto insurance; decide whether to
trade in a car or sell itmyself; decidewhether to lease or to buy; think about
how to apportion my retirement funds; and decide whether I would save
money by joining a book club. And Imustmake all of these decisions based
on information represented in amanner for whichmy brain is not adapted
(in none of these cases have I coded individual frequency information
from my own personal experience). To reason normatively in all of these
domains (in order to maximize my own personal utility), I am going to
have to dealwith probabilistic information represented in nonfrequentistic
terms – in representations that the evolutionary psychologists have shown
are different frommywell-adapted algorithms for dealing with frequency
information (Cosmides & Tooby, 1996; Gigerenzer & Hoffrage, 1995).

Consider theworkofBrase et al. (1998),who improvedperformanceona
difficult probability problem (Bar-Hillel & Falk, 1982; Falk, 1992; Granberg,
1995) by presenting the information as frequencies and in terms of whole
objects, both alterations designed to better fit the frequency-computation
systems of the brain. In response to a query about why the adequate per-
formance observedwas not even higher given that our brains contain such
well-designed frequency-computation systems, Brase et al. (1998) replied
that “in our view it is remarkable that they work on paper-and pencil
problems at all. A natural sampling system is designed to operate on
actual events” (p. 13). The problem is that in a symbol-oriented postin-
dustrial society, we are presented with paper-and pencil problems all the
time, and much of what we know about the world comes not from the
perception of actual events but from abstract information preprocessed,
prepackaged, and condensed into symbolic codes such as probabilities,
percentages, tables, and graphs (the voluminous statistical information
routinely presented in USA Today comes to mind).

What we are attempting to combat here is a connotation implicit in
some discussions of findings in evolutionary psychology (e.g., Gigerenzer
& Todd, 1999) and indeed in the situated cognition literature as well (see
Anderson et al., 1996) that there is nothing to be gained from being able
to understand a formal rule at an abstract level (the conjunction rule of
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probability, etc.) and no advantage in flexibly overriding the fundamental
computational biases. To the contrary, modern technological society of-
ten puts a premium on the use of such abstract tools. Adler (1984) em-
phasizes that the efficiency of the cognitive modules underlying intention
attribution and social cooperation just as surely extract certain costs. He
argues that such costs occur “in situations where the naturalness of our
expectations under the cooperative principle leads us to miss subtle, but
significant deviations from those expectations” (p. 174). He cites a now-
famous experiment by Langer, Blank, and Chanowitz (1978) where a con-
federate attempts to cut into a line at a copy machine. In one condition
a good reason is given (“May I use the Xerox machine, because I’m in a
rush?”), and in the other a redundant explanation is given (“May I use the
Xerox machine, because I have to make copies?”). Despite the fact that the
second explanation is much less informative than the first, the compliance
rates in the two conditions did not differ. Langer (1989; Langer et al., 1978)
terms the compliance in the second case “mindless” and Adler (1984) ana-
lyzes it in terms of overly generalizing the Gricean Cooperative Principle.
The default assumption that a contribution will be selectively relevant – in
this case, that a real reason will follow the request – is false in this condi-
tion, yet it triggers exactly the same compliance behavior because it is not
overridden (“Yes but all of us are in line to make copies. Why should you
go first?”).

Langer-type examples of mindlessness abound in many important do-
mains. Consumer Reports (April 1998) chronicles how some dealers put an
itemcosting $500 and labeledADMonmanyautomobile price stickers. The
dealers are hoping that some people will not ask what ADM means. The
dealers are also hoping that even after asking and being told that it means
“additional dealer markup” that some consumers will not fully process
what that means and will not inquire further about what this additional
dealer markup feature is that they are paying for. In short, the dealers are
hoping that analytic intelligence will not override Langer-type “mindless-
ness” and allow the customer to ascertain that ADM is not a feature on the
car at all, that it simply represents a request from the dealer to contribute
$500 more to the dealership, as if it were a charity. As one dealer put it,
“every once in a while somebody pays it, no questions asked” (p. 17). A
mindless response here, a failure to override automatic heuristics, and the
consumer could simply throw away a good chunk of hard-earned income.
Themodern consumer world is simply litteredwith such traps, and, often,
the more costly the product, the more such traps there are (e.g., automo-
biles, mutual funds, mortgage closing costs).

Modern mass communication technicians have become quite skilled at
implying certain conclusions without actually stating those conclusions
(for fear of lawsuits, bad publicity, etc.). Advertisements rely on the fun-
damental computational biases (particularly its enthymematic processing
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feature) to fill in the missing information. Of course, such techniques are
not limited to election and product advertising. The glossy brochures that
our universities send out, full of fresh-faced young people in a wholesome
learning environment, have the same logic. Margolis (1987; see Margolis,
1996) warns of the ubiquitousness of this situation in modern society: “We
can encounter cases where the issue is both out-of-scale with everyday life
experience and contains important novelties, so that habitual responses
can be highly inappropriate responses. The opportunity for unrecognized
contextual effects akin to the scenario effects . . . [demonstrated in the lab-
oratory] can be something much more than an odd quirk that shows up in
some contrived situation” (p. 168).

As discussed previously, evolutionary psychologists have shown that
someproblems can be efficiently solved if represented oneway (to coincide
with how the brain modules represent information) but not if represented
in another way (e.g., as single-event probabilities rather than frequencies;
see Gigerenzer, Hoffrage, & Kleinbolting, 1991). Nevertheless, they often
seem to ignore the fact that the world will not always let us deal with
representations that are optimally suited to our evolutionarily designed
cognitive mechanisms. For example, in a series of elegant experiments,
Gigerenzer et al. (1991) have shown how at least part of the overconfidence
effect in knowledge calibration studies is due to the unrepresentative stim-
uli used in such experiments, stimuli that do not match the participants’
stored cue validities that are optimally tuned to the environment. But there
are many instances in real life when we are suddenly placed in environ-
ments where the cue validities have changed. Metacognitive awareness of
such situations and strategies for suppressing incorrect confidence judg-
ments generated by automatic responses to cues will be crucial here. Every
high school musician who aspires to a career in music has to recalibrate
when they arrive at university and see large numbers of talentedmusicians
for the first time. If they persist in their old confidence judgments, they
may not change majors when they should. Many real-life situations where
accomplishment yields a new environment with even more stringent per-
formance requirements share this logic. Each time we “ratchet up” in the
competitive environment of a capitalist economy (Frank & Cook, 1995)
we are in a situation just like the overconfidence knowledge calibration
experiments with their unrepresentative materials. It is important to have
learned strategies that will temper one’s overconfidence in such situations
(Koriat, Lichtenstein, & Fischhoff, 1980).

abstraction and the fundamental computational biases
in education

In an article titled “Abstraction Is Uncooperative,” Adler (1984) points out
that what is called for in many problem-solving and reasoning tasks (and
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certainly in many tasks in the heuristics and biases literature) is abstrac-
tion: extracting from a given problem representation only the features that
fit a general pattern. In the process of abstraction “we are rendering infor-
mation inessential to the formal structure irrelevant” (p. 165). But Adler
points out that theGriceanCooperative Principle is directly in conflictwith
the demands of abstraction. The cooperativeness principle that everything
about the experimenter’s contribution is relevant (the instructions, the con-
text, every bit of content that is presented) is diametrically opposed to the
requirements of abstraction: that we treat as inessential everything that
does not fit a certain formal structure.

As Donaldson (1978, 1993) argues, education serves, both explicitly and
implicitly, to suppress Gricean tendencies in order to make adopting an
abstract stance a more natural processing style. This is why education –
at all levels – is often, deliberately and correctly, “not like real life.” Much
educational effort is expended demonstrating that so-called recipe knowl-
edgemust be supplemented by abstract knowledge in order to enable true
understanding. The term recipe knowledge, coined by psychologist Leigh
Shaffer (1981), is the knowledge of the way to use an artifact without
knowledge of the fundamental principles that govern its functioning. For
example, most people know many things about how to use a telephone.
But many are completely ignorant of the physical principles on which the
operation of the telephone is based. They do not knowwhy it does what it
does; they know only that they canmake it work. Our knowledge of many
technological products in our society is also recipe knowledge. Of course,
this is not an entirely negative thing. Indeed, most technological products
have been designed precisely to be usedwithout knowledge of all the prin-
ciples on which they are based (the well-known “user-friendly” concept).
But it is important to understand the limitations of recipe knowledge. It
does not contain the generalizable, universal principles that allow a full
understanding of the physical and social world.

Aproblemariseswhenpeoplemistakenly view recipe knowledge as the
ultimategoal ofuniversity education. Suchknowledge is inevitably contex-
tually embedded and nongeneralizable. By its very nature it is perspective-
dependent and even discourages perspective switching, because much
recipe knowledge is designed for use only within a particular perspective
or context. Thus, everything about it works against the principles of decon-
textualized thinking, the importance of which I have outlined earlier. In
fact, in an article on the importance of decentering cognitive styles in edu-
cation, Floden, Buchmann, and Schwille (1987) stress that “unless students
can break with their everyday experience in thought, they cannot see the
extraordinary range of options for living and thinking; and unless students
give up many commonsense beliefs, they may find it impossible to learn
disciplinary concepts that describe the world in reliable, often surprising
ways” (p. 485). The deepest concepts across the whole range of human
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knowledge – from the arts to science to moral philosophy to language –
require the ability to cognize across various perspectives and situations.
They require a person to see a local situation as part of amore globalwhole,
to go beyond situation- or perspective-specific thinking. Students can be-
gin to gain access to this knowledge only if they are first decentered from
the egocentric assumption that their environment, milieu, or perspective
is the only one there is, and that the immediately surrounding context is
uniformly relevant to solving the problem.

Theorists such as Bereiter (1997) and Dennett (1991, 1996) have em-
phasized how such decontextualizing cognitive styles are computationally
expensive, “unnatural,” and therefore rare. As Bereiter (1997) notes, “sym-
bolic processes are themselves exceptional and by nomeans representative
of the great bulk of cognitive activity. . . .They are acquired processes, cul-
turally mediated, that enable the brain to act as if it were a different kind of
device from what it had evolved to be. The device we simulate in our con-
scious thinking is a logicmachine” (pp. 292–293). These “unrepresentative”
types of cognitive styles have to be taught because they are instantiated
in an evolutionary recent virtual machine (see Dennett, 1991) simulated
by the massively parallel brain. This virtual machine is a serial processor
(a von Neumann machine), and it is a powerful mechanism for logical,
symbolic thought. However, not only is this serial process computation-
ally expensive to simulate, but it is a cultural product. It is part of what
Dennett (1991) calls theGregorian brain: the part of the brain that is capable
of exploiting the mental tools discovered by others (see also Clark, 1997).

Why has schooling increasingly focused on the thinking styles of the
capacity-demanding serial processes of the brain? It is conjectured here
that the reason is that, increasingly, modernism requires an override of
the fundamental computational biases of human cognition by the serial
processes of the virtual machine (what I [Stanovich, 1999], extrapolating
from various dual-process theorists, call System 2). In short, the processes
fostered by education are what they are because modern society is what
it is. Modernism has meant decontextualization. School-like processes of
cognitive decontextualization gradually replace personalized interactions
that are highly contextualized as modernist forces (e.g., market mecha-
nisms) spread further into every corner of the world and every aspect of
modern life. Philosopher Robert Nozick (1993) describes the theme ofMax
Weber’s writings as explicating how “economic andmonetary calculation,
bureaucratic rationalization, general rules and procedures came to replace
action based on personal ties, and market relations were extended to new
arenas” (p. 180).

This shift from premodern to modernist societies was discussed re-
cently by social theorist Francis Fukuyama (1999), who uses the distinc-
tion in sociology between gemeinschaft (“community”) and gesellschaft
(“society”). The former – characteristic of premodern European peasant
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society – consists of “a dense network of personal relationships based
heavily on kinship and on the direct, face-to-face contact that occurs in a
small, closed village. Normswere largely unwritten, and individuals were
bound to one another in a web of mutual interdependence that touched all
aspects of life. . . .Gesellschaft, on the other hand, was the framework of
laws and other formal regulations that characterized large, urban, indus-
trial societies. Social relationships were more formalized and impersonal;
individuals did not depend on one another for mutual support to nearly
the same extent” (pp. 8–9). These two different societal structures no doubt
call for different cognitive mechanisms in order to optimally fulfill their
cognitive demands.

Gemeinschaft is clearly most compatible with the fundamental compu-
tational biases of human cognition; it is closer to the EEA in which those
computational biases were selected for. Gesellschaft, in contrast, would
seem to call for cognitive processes to override those biases on many oc-
casions. School-like cognition – with its contextual overrides – is shaping
minds to the requirements of gesellschaft. The requirements of gemein-
schaft are probably handled quite efficiently by evolutionary adaptations
that are a universal endowment of human cognition.

Consider the tensions between the modern and premodern that still ex-
ist in society and how often we resolve them in favor of the former. You
are a university faculty member and two students come to you request-
ing exemptions from a course requirement that neither has taken. They
both want to graduate at the end of this term. Student A relates to you
a heartfelt and quite probably true tale of personal woe. Money is low;
her single mother is ill; loan possibilities are exhausted; failure to gradu-
ate will make job possibilities (and hence the probability of repaying the
loans) slim; getting a new lease on an apartment in a tight rental market
will be impossible – and the list goes on. All of the details you ascertain
to be true, but they are conjoined with one troublesome fact: The student
has provided no “reason” why she did not take the required course. This
all contrasts with student B, a comfortable student who is a sorority mem-
ber andwho drives a late-model convertible to your class. This student has
found a “loophole” in the requirements: a complicated interaction between
the changing course requirements of your department over the years and
how the university registrar gives credit for courses taken at community
colleges in a neighboring state. Which student do you think will be more
likely to receive your dispensation? The premodern wars with themodern
here. In my experience with universities, the behavior dictated by mod-
ernism usually prevails. Student B is likely to be more successful in her
request. She has a “reason”: She has shown how the “rules” support her
position; she appeals to the regulations that govern academic life as they
are officially registered in university documents. Student A provides none
of these things. She fulfills none of the requirements or regulations with
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her heartfelt contextualization of her situation. The department’s academic
adviser may well sympathize with her plight, but he will argue that “his
hands are tied” because she cannot produce a decontextualized reason –
an applicable rule in the published regulations – that would support her
request. This example reflects the tension of the premodern and the mod-
ern and how the latter often triumphs in such conflicts. In a fascinatingly
recursive way, demands for radical decontextualization form a large part
of the context of modern society! This is in fact part of the stress of modern
life, its constant requirement that we override fundamental computational
biases that are a natural default mode of the human cognitive apparatus.
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Analogical Transfer in Problem Solving

Miriam Bassok

When people encounter a novel problem, they might be reminded of a
problem they solved previously, retrieve its solution, and use it, possibly
with some adaptation, to solve the novel problem. This sequence of events,
or “problem-solving transfer,” has important cognitive benefits: It saves
the effort needed for derivation of new solutions and may allow people to
solve problems theywouldn’t know to solve otherwise. Of course, the cog-
nitive benefits of problem-solving transfer are limited to the case in which
people retrieve and apply a solution to an analogous problem that, indeed,
can help them solve the novel problem (positive transfer). But people might
be also reminded of and attempt to transfer a solution to a nonanalogous
problem (negative transfer) and thereby waste their cognitive resources or
arrive at an erroneous solution. The challenge facing researchers and edu-
cators is to identify the conditions that promote positive anddeter negative
problem-solving transfer. In this chapter, I describe how researchers who
study analogical transfer address this challenge. Specifically, I describe
work that examined how problem similarity affects transfer performance
andhowpeople determinewhether the learned and thenovel problems are
similar.Throughout the chapter Ihighlight the relevanceof researchonana-
logical transfer to instructional contexts and illustrate the main concepts
and findings with examples of mathematical word problems.

similarity in surface and structure

As in every other case of learning generalization, the main variable that
mediates problem-solving transfer is the degree of similarity between the
learned (base) and novel (target) problems. Transfer is quite common be-
tweenhighly similarproblems, especiallywhenpeople encounter theprob-
lems in the same or similar context. For example, students are very likely
to solve end-of-the-chapter textbook problems usingworked-out solutions
of similar problems in that chapter (e.g., Chi & Bassok, 1989; LeFevre &
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Dixon, 1986). Unfortunately, when the similarity between the base and the
target problems is less obvious, people often fail to notice the relevance
of a previously learned base solution to the target problem. For example,
there appears to be little transfer from textbookmath andphysics problems
to analogous real-life problems (e.g., Lave, 1988; McClosky, 1983; Nunes,
Schliemann, & Carraher, 1993).

Although highly similar problems are more likely to be solved in a sim-
ilar way than dissimilar problems, reliance on overall similarity may lead
to negative transfer and block positive transfer. This is because problems
that appear to be highly similar might actually entail different solutions,
and problems that appear to be quite differentmight actually entail similar
solutions. To understand the conditions that promote flexible transfer, it is
necessary tounderstand themechanismbywhich similarity affects transfer
performance. To this end, researchers who study analogical transfer make
a principled distinction between similarity in the problems’ structure and
surface (Gentner, 1983), which often coincides with the distinction between
aspects of similarity that are and are not relevant to the problem solutions
(e.g., Holyoak, 1985).

Structural similarity refers to similarity in the way the respective vari-
ables in the base and the target problems are interrelated (e.g., LIVES IN
(bird, nest) in the base problemandLIVES IN (person, house) in the target).
It is solution relevant because when the variables of distinct problems are
organized into identical (isomorphic) or similar (homomorphic) relational
structures, the problems can be usually solved in the same or similar way.
Surface similarity refers to similarity of the particular entities that serve as
arguments of the problem structures (e.g., similarity between a bird and a
person in the LIVES IN relation), the problems’ phrasing, story line, and
the context in which people encounter the problems (e.g., in school or out).
These aspects of problems are often solution irrelevant in the sense that
they have no direct bearing on the problems’ solutions.

To illustrate the surface-structure distinction in problem solving, con-
sider the following two arithmetic word problems:

Problem 1: Jane, Sue, and Mary want to start a ribbon collection.
Jane has three ribbons, Sue has seven, and Mary has six. How many
ribbons do these girls have altogether?
Problem 2: Jane and Sue are wrapping three gift boxes for Mary’s
birthday. They want to decorate the boxes with six ribbons and use
the same number of ribbons on each box. Howmany ribbons should
they use for each box?

On the surface, Problems 1 and 2 are quite similar: They describe the same
characters (Jane, Sue, andMary) and share someobjects (ribbons) andnum-
bers (3 and 6). However, these problems differ in their underlying struc-
tures and therefore require different mathematical solutions: Problem 1
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involves three sets of objects that have to be combined (an addition solu-
tion), whereas Problem 2 involves one set of objects that has to be parti-
tioned into three equal subsets (a division solution).

The complementary case involves problems that differ on the surface
but share the same underlying structure and therefore can be solved in the
same way. To illustrate, consider a third arithmetic word problem:

Problem 3: John and Rick enjoy seeingmovies together. They saw four
movies in June, five in July, and two in August. How many movies
did they see altogether?

On the surface, Problems 1 and 3 appear to be quite different: They in-
volve different characters (three girls vs. two boys), different sets of objects
(ribbons vs. movies), and different numbers of objects in the respective
object sets (3, 7, and 6 vs. 4, 5, and 2). Yet these differences are irrelevant
to the problems’ solutions. The solution-relevant similarity between these
two problems is that they share the same underlying structure (i.e., three
sets of objects that have to be combined) and therefore entail the same
mathematical solution (i.e., addition).

As the above examples illustrate, the solution-irrelevant surface simi-
larities between problems are usuallymuchmore salient than the solution-
relevant structural similarities. Becausepeople aremore likely tonotice sur-
face than structural similarities, theymight fail to notice that problems that
differ in surface have a similar structure. That is, salient surface differences
between structurally similar base and target problems (e.g., Problems 1
and 3) may hinder positive transfer. By the same logic, salient surface sim-
ilarities between problems that differ in structure (e.g., Problems 1 and 2)
increase the likelihood of negative transfer. Of course, people may erro-
neously retrieve a highly similar but nonanalogous problem, and then re-
alize their mistake when they subsequently attempt to apply the retrieved
solution to the novel problem. That is, problem-solving transfer involves
several component processes that may be differentially affected by sim-
ilarities in surface and structure. Indeed, using problem variants similar
in design to the above arithmetic word problems, researchers who study
analogical transfer show that surface and structural similarities have dif-
ferent effects on (1) access to the base analog in memory, and (2) application
of the retrieved base solution to the target problem.1 In the next section, I
describe themethodology and themain findings from this line of research.

The above examples of arithmetic word problems also suggest that the
impact of surface similarity on transfer performance will crucially depend
on a person’s ability to determine which aspects of the given problem

1 This dichotomy is not exhaustive and glosses over some important distinctions. For exam-
ple, access involves remindingandretrieval (Ross,1984), andapplication involvesmapping,
inferences, and adaptation (Holyoak, Novick, & Melz, 1994).
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are solution relevant and which are not. A preschooler might perceive
Problems 1 and 2 as similar, relying solely on the problems’ surface sim-
ilarity. By contrast, a middle-school student, who also understands the
problem structures, is likely to perceive these same problems as different.
I describe findings from two lines of research that examined the relation
between problem understanding and transfer performance. First, I discuss
instructional interventions that managed to facilitate positive problem-
solving transfer by helping people understand the structure of the base
problem. Then, I discuss findings from studies in which individual dif-
ferences in people’s background knowledge and learning ability led to
corresponding individual differences in people’s sensitivity to surface and
structural similarities between problems.

After describing the differential impact of similarities in surface and
structure on transfer performance, I address the fact that these two com-
ponents of problem similarity are often correlated in a nonarbitrary way,
and that people tend to exploit such helpful regularities. For example,
Problems 1 and 3 both contain the word “altogether” in their question
statement, which is very common in texts of addition but not division
word problems. Noticing this surface similarity in phrasing, students may
assume (here, correctly) that the two problems have a similar structure
that differs from the structure of Problem 2. That is, people use surface
similarity as a cue for likely similarity in structure. Another way in which
people exploit the correlation between surface and structure is using each
problem’s surface to understand its structure. For example, studentsmight
infer (here correctly) that a problem involving similar entities (e.g., ribbons
in Problem 1 ormovies in Problems 3) has an addition structure, whereas a
problem involving functionally related entities (e.g., ribbons and gift boxes
in Problem 2) has a division structure. I describe some work, mainly from
my laboratory, showing that transfer performance depends on similarity
between such interpreted problem structures.

effects of surface and structural similarity
on access and application

A typical paradigm in research on analogical transfer involves two consec-
utive sessions. In the first session (training), subjects in the experimental
condition solve or read the solutions to one or more base problems. In the
second session (transfer), which is usually administered after a period of
time ranging from a few minutes to about a week, the subjects are asked
to solve one or more target problems. The base and the target problems
are designed to provide researchers with separate estimates of the rela-
tive impact of surface and structural similarity on transfer performance. In
most studies, the base and the target problems are analogous: They share
a similar structure but differ in their surface characteristics. Some studies
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also use base and target problems that are similar both in their surface and
in their structure (i.e., literal similarity) or only in their surface (i.e., mere
appearance).

To determine transfer performance, the target solutions of subjects in
the experimental condition are compared with those of control subjects
who did not receive training on analogous or similar base problems or
who received training on unrelated problems that differ from the targets
in both surface and structure. Transfer in the analogy and literal-similarity
training conditions, if any, should be positive (i.e., higher rate of success
and/or shorter solution time in the experimental than in the control con-
dition). Transfer in the mere-appearance training condition, if any, should
be negative (i.e., lower rate of success and/or longer solution time in the
experimental than in the control condition). Some studies also examine
whether the experimental subjects explicitly mention the relevance of the
base problems and whether their solution methods and the errors they
commit show traces of the learned base solutions.

As I have mentioned earlier, positive transfer between analogous prob-
lems may fail because people fail to access the relevant base analog in
memory and/or because they fail to apply the base solution to the target.
To separate these two component processes, researchers compare transfer
performance of subjects who were and who were not explicitly informed
that the base solution is relevant to the target (i.e., hint and no-hint condi-
tions, respectively). In the no-hint, or spontaneous transfer, condition, posi-
tive transfer requires both successful access to and successful application
of the base solution. In the hint, or informed transfer, condition, positive
transfer requires only successful application. The logic of this design al-
lows researchers to infer that (1) lower transfer performance in the no-hint
than in the hint condition indicates difficulties in access and (2) failure of
transfer in the hint condition indicates difficulties in application.

Using variants of this basic methodology, researchers found that both
surface and structural similarity can affect both access and application.
However, access is much more sensitive to the salient surface than to
the deeper structural similarity between problems, whereas application
is much more sensitive to structural than to surface similarities. Below, I
describe some representative studies that illustrate this pattern of results,
first for spontaneous and then for informed transfer.

Spontaneous Transfer

Gick and Holyoak’s (1980) study is probably the best known illustration
of access failure caused by solution-irrelevant differences between base
and target analogs. In this study, college students first read a solution to
a military problem (the base) in which small army troops managed to
destroy a heavily guarded fortress by simultaneously attacking it from
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different directions. The essence of the base solutionwas that simultaneous
convergence ofweak and relatively harmless forces on a focal point creates
a powerful focal force. After learning this solution, the subjects were asked
to solve an analogous medical problem (the target). The target problem,
adapted from Duncker (1945), described a medical doctor who wanted
to destroy a malignant stomach tumor using X-ray radiation. The tumor
could be destroyed only with high-intensity X-rays. However, such high-
intensity rayswould alsodestroy thehealthy tissue surrounding the tumor.
The subjects’ task was to find a method by which the doctor could use
X-rays to destroy the tumor without harming the healthy tissue.

The correct solution to the target problem,which is analogous to the base
solution, requires a simultaneous convergence of low-intensity X-rays on
the focal tumor. This solution is quite rare among control subjects (about
10%). Surprisingly, the frequency of the simultaneous-convergence solu-
tion was only slightly higher among subjects in the no-hint transfer condi-
tion (about 30%). That is, only about 20% of the subjects may have spon-
taneously transferred the analogous solution from the base to the target
problem. In sharp contrast to this low level of spontaneous transfer, about
75% of the subjects in the informed transfer condition came up with the
convergence solution – 45% more than in the no-hint condition. This pat-
tern of results indicates that surface differences between the military and
the medical problems severely impaired subjects’ ability to notice the rel-
evance of the analogous base solution. At the same time, these surface
differences did not impair subjects’ ability to exploit the structural corre-
spondence between the military base and the medical target when they
were informed that the base solution could help them solve the target.
That is, surface differences between analogous problems affected access
without affecting application.

Spencer and Weisberg (1986) used similar problem analogs (adapted
from Gick and Holyoak’s [1983] follow-up study), but administered the
training and transfer sessions in different locations: in a laboratory and in a
classroom.This additional surfacedifferencebetween the contexts inwhich
the subjects encountered the base and the target problems completely elim-
inated spontaneous transfer. Holyoak and Koh (1987) found the comple-
mentary results: They increased the overall level of spontaneous transfer
(access) by increasing the level of surface similarity between the base and
the target problems. Specifically, they used base analogs that described si-
multaneous convergence of laser beams or ultrasound waves, which were
more similar to converging X-rays than were the converging army troops
in the original Gick and Holyoak (1980) study. Moreover, because people
consider X-rays as more similar to laser beams than to ultrasound waves,
spontaneous transfer to the X-rays target was higher from the laser-beam
than from the ultrasound-waves version of the base analog. In general,
decreasing or increasing the degree of surface similarity between the base
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and the target problems (i.e., objects, story line, phrasing, context) leads
to a corresponding decrease or increase in the likelihood of spontaneous
transfer.

In addition to varying the degree of surface similarity between the base
and the target problems, Holyoak and Koh (1987) also examined whether
different levels of structural similarity affect spontaneous access.2 Specif-
ically, they compared transfer to the radiation target problem from base
analogs that either matched or did not match the target in their causal
structure. In all the base analogs, a research assistant fixed a broken fil-
ament of an expensive light bulb by focusing several low-intensity laser
beams (or ultrasoundwaves) on the bulb’s filament. In the causallymatch-
ing base, the justification for using low-intensity forces was protecting the
fragile glass surrounding the filament, analogous to protecting the healthy
tissue in the radiation target. In the causally mismatching base, the justifi-
cation for using this same solutionwas that none of the availablemachines
could emit the high-intensity laser beams (waves) that were necessary for
fixing thefilament.Holyoak andKoh found that, for a given level of surface
similarity, spontaneous transfer from the structurally matching base was
significantlyhigher than fromthe structurallymismatchingbase.Although
structural similarity helped people access an analogous base, surface sim-
ilarity was clearly the main contributor to spontaneous transfer.

Informed Transfer

Structural differences between base and target problems can significantly
impede even informed transfer. The main reason for such effects is that
structural differences often require nontrivial adaptation of the learned
solution to the target problem (e.g., Novick & Holyoak, 1991; Reed, 1987;
Reed, Dempster & Ettinger, 1985; Reed, Ernst, & Banerji, 1974). For ex-
ample, Reed et al. (1974) examined transfer between two homomorphic
river-crossing problems. One problem (MC) required moving three mis-
sionaries and three cannibals across a river, under the constraint that can-
nibals cannot outnumber missionaries in the boat or on either side of the
river. The second problem (JH) required moving three husbands and three
wives across a river, under the constraint that a wife cannot be left in the
presence of another man unless her husband is present.

TheMCand the JHproblems have similar structures,with the husbands
corresponding to themissionaries and thewives to the cannibals.However,
the JH problem has a structural pairing constraint (husbands paired with
wives) that does not exist in the MC problem. This additional structural
constraint requires a significant change to the solution of the MC problem,

2 Gentner and Landers (1985) used a similar design and report similar findings for stories
rather than problems.
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because one has to keep track of whichwife is pairedwith which husband.
Indeed, this adaptation completely blocked informed transfer from the
MC to the JH problem. At the same time, informed transfer in the opposite
direction did occur. Subjects transferred the more constrained JH solution
to the less constrainedMC problemwithout any adaptation by preserving
the pairing constraint, even though it was not necessary to the solution of
the MC problem.

Bassok andOlseth (1995) founda similar asymmetry in transfer between
mathematical word problems that described situations of either discrete
or continuous change. Transfer in the discrete to continuous direction was
high and straightforward because the subjects believed that they could
treat continuous change as a series of discrete changes and therefore ap-
plied the learned (discrete) solution to continuous problems without any
adaptations. At the same time, transfer in the continuous to discrete di-
rection was virtually blocked. The subjects could not transform discrete
change into continuous change and therefore made various (unsuccess-
ful) attempts to adapt the learned continuous solution to the discrete
problems. In general, structural differences between analogous problems
lead to asymmetries in informed transfer whenever they entail, or are be-
lieved to entail, difficult solution adaptation in one direction but not in the
other.

Structural differences between problem analogs can impair informed
transfer even when they do not entail any variable transformations or
solution adaptations. For example, Holyoak and Koh (1987) found that in-
formed transfer from the light-bulb to the tumor problemwas impaired by
differences between the justification for administering the convergence so-
lution (e.g., high-intensity forceswereunavailable in thebasebutweredan-
gerous in the target). One reason for such effects is that, before people can
transfer the learned solution (with or without adaptation), they have to
align the representations of the base and the target problems (Gentner,
1983). That is, they have to establish one-to-one mappings between the
entities and the relations in the corresponding structures (e.g., the fila-
ment corresponds to the tumor; attacking the fortress corresponds to de-
stroying the tumor). Differences between the causal structures of the base
and the target problems introduce significant difficulties to the alignment
process.

The alignment (or mapping) process can be also affected by surface
similarities between the specific entities that serve as arguments of the
corresponding problem structures (Bassok, Wu, & Olseth, 1995; Gentner
& Toupin, 1986; Ross, 1987, 1989). The work of Brian Ross (1987, 1989)
that examined informed transfer of solutions to probability word prob-
lems nicely illustrates such effects. In one experimental condition, college
students received a training example of a permutation problem in which
cars were randomly assigned to mechanics (base). Then they were asked
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to apply the learned solution to an isomorphic permutation problem in
which scientists were randomly assigned to computers (target). Subjects
received the relevant equation, 1/n[n − 1][n − 2] . . . [n − r + 1], and were
asked to instantiate it with the appropriate values (i.e., n = the number of
scientists).

In the target problem, scientists had to be placed in the structural role
of the cars (because both were the randomly assigned sets) and comput-
ers in the structural role of the mechanics (because both were the sets of
assignees). However, the subjects erroneously solved the target problem
by placing scientists in the role of the mechanics and computers in the role
of the cars. That is, they solved the target problem as if computers were
assigned to scientists rather than scientists to computers. Ross explained
such erroneous solutions by the fact that, during mapping, subjects tend
to place similar objects in similar structural roles (i.e., object mapping).
Specifically, subjects placed scientists in the structural role of the mechan-
ics because both were animate objects, and placed computers in the role of
the cars because both were inanimate objects.

Unlike structural differences that impair application because they re-
quire (or are believed to require) mindful adaptation of the base solution,
or because they introduce structuralmismatches that hinder the alignment
process, the effects of object similarity on mapping performance appear to
be quite mindless. Below I describe evidence showing that, in addition to
such mindless effects, people use objects to interpret the problem’s struc-
ture. This interpretive process might introduce inferred structural differ-
ences between mathematically isomorphic base and target problems that,
in turn, lead to erroneous alignment and adaptation.

To summarize, people often fail to spontaneously access potentially rel-
evant base analogs that differ from the target in their story line, phrasing,
or context (for a review, see Reeves &Weisberg, 1994) . Such salient surface
differences between analogous problems do not impair informed transfer,
although surface similarities between the specific objects in the base and
the target problems can lead tomisapplications of the learned solutions. In
a complementary fashion, the less salient similarities and differences be-
tween the structures of analogous problems have a lesser effect on access,
but can significantly affect informed transfer.

The differential impact of surface and structural similarity on access
and application is captured in several computational models of these two
processes (e.g., Falkenhainer, Forbus, & Gentner, 1989; Forbus, Gentner, &
Law, 1995; Holyoak & Thagard, 1989; Hummel &Holyoak, 1997; Thagard,
Holyoak, Nelson, & Gochfeld, 1990). The proposed models differ in many
processing assumptions. Nonetheless, all models posit that people include
in their problem representations aspects of both surface and structure. For
example, they might represent the military problem used by Gick and
Holyoak (1980) as DESTROY (army troops, fortress) and the analogous
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medical problem as DESTROY (X-rays, tumor). When people attempt to
retrieve or apply previously learned solutions, mismatches in aspects of
surface (e.g., army troopsdiffer fromX-rays; a fortress differs froma tumor)
competewithmatches in the solution-relevant aspects of structure (e.g., the
DESTROY relation). Of course, matches in surface (e.g., twomedical prob-
lems involving X-rays) would support matches in structure. Furthermore,
consistent with the empirical findings, surface and structural matches
are weighted differently, and their relative weights differ for access and
mapping.

understanding and structural abstraction

Why would people include aspects of surface in their problem repre-
sentations if such inclusion leads to failures of analogical transfer? Peo-
ple might be uncertain about which aspects of the learned problems are,
in fact, relevant to the solution. If so, inclusion of content, context, and
phrasing in problem representations could protect them from potentially
misleading generalizations to problems that differ in any one of these as-
pects (Medin & Ross, 1989). Support for this account comes from studies
that significantly increased transfer performance by helping people un-
derstand which aspects of the base problem are solution relevant (e.g.,
Bassok & Holyoak, 1989; Brown, 1989; Catrambone, 1994; Catrambone &
Holyoak, 1989; Dunbar, 2001; Gick&Holyoak, 1983; Gick&McGarry, 1992;
Needham & Begg, 1991; Reed, 1993; Ross & Kennedy, 1990; Wertheimer,
1959).

One instructional intervention that helps people distinguish between
the solution-relevant and -irrelevant aspects of problems is presenting
people with two or more base analogs during training and asking them
to compare the problems. The logic behind this intervention is that, by
comparing problems that differ in surface but entail the same solution,
people are likely to notice the solution-relevant structure that is common
to the problems. It is important that a joint representation of the problems,
or their intersection, would be a relatively surface-free abstract structure
that eliminates the possibility of mismatches with surface aspects of target
analogs. The abstraction-by-intersection training method is very common
in educational settings. For example, students in formal domains usually
receive several word problems that differ in their cover stories but share
the same mathematical structure (Bassok & Holyoak, 1993). Of course,
when all the training problems happen to describe a particular situation,
people are likely to preserve this commonality and abstract a situation-
specific problem schema or problem category (e.g., a schema for distance
problems).

Gick and Holyoak (1983) have shown that the abstraction-by-
intersection method can significantly increase analogical transfer of the
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converging-forces solution. In this study, subjects receivedeitheroneor two
convergence problems during training and, in the two-problem condition,
the subjectswere asked to summarize the similarity between the base prob-
lems. As predicted, the abstraction manipulation significantly increased
both spontaneous and informed transfer to the target tumor problem. It
is important that the relative benefit of the two-problem training inter-
acted with the quality of subjects’ summaries. Subjects whose summaries
correctly captured the solution-relevant structural similarities between the
two base analogs were much more likely to spontaneously transfer the
convergence solution than were subjects whose summaries did not reveal
correct structural abstraction. Gick and Holyoak also found that provid-
ing subjects with a summary of the key principle in each analog or with a
diagram that depicted the convergence principle increased the frequency
of correct structural summaries and led to a corresponding increase in the
frequency of transfer solutions.

The individual differences in Gick and Holyoak (1983) indicate that
multiple analogs do not guarantee abstraction. Rather, they provide an op-
portunity for a successful problem comparison that could lead to structural
abstraction. In general, many instructional interventions can promote un-
derstanding of the base solution or lead to structural abstraction, but the
likelihood of successful abstraction is modulated by peoples’ background
knowledge and learning abilities. Several studies have shown that differ-
ences in people’s ability to understand the solution of training problems
lead to corresponding differences in transfer performance. For example,
researchers compared transfer performance of older and younger children
(Gentner&Toupin, 1986), studentswith goodandpoor learning skills (Chi,
Bassok, Lewis, Reimann, & Glaser, 1989), and relative experts and novices
in a given domain (Novick, 1988). The general findings of these studies
was that older children, good learners, and domain experts were more
sensitive to structural similarities and less sensitive to surface differences
between analogous problems than were younger children, poor learners,
and domain novices.

It is interesting that good structural understanding of a trainingproblem
does not, in itself, secure spontaneous transfer. This is because even peo-
ple who have good understanding of a given base tend to include aspects
of surface in their problem representations. Given that aspects of surface
affect access more than they affect application, the relative advantage of
good structural understanding is more apparent in postaccess processes.
Novick’s (1988) study nicely illustrates the differential impact of domain
understanding on access and application. Novick examined transfer of
mathematical solutions by college students with high and low mathemat-
ical SATs (i.e., relative experts and novices in mathematics, respectively).
She found that, in both groups, surface similarities between nonanalogous
problems led to negative transfer. However, only the “expert” subjects
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realized that they had retrieved a nonanalogous base and, subsequently,
recovered from their initial access errors.

One might wonder why it is that even people who have good under-
standing of the base solution, such as the math “experts” in Novick (1988),
tend to preserve aspects of surface in their problem representations. A rea-
sonable explanation of this tendency is that knowledge is most likely to
be applied in the context in which it was learned (e.g., a military strat-
egy is more likely to be applied in a military than in a medical context).
Hence, inclusion of highly predictive aspects of surface has the potential
benefit of speeding up retrieval and application of the learned solutions to
the most relevant contexts. Hinsley, Hayes, and Simon (1977) have docu-
mented such speed-up effects in adultswhowere highly familiarwith cate-
gories of mathematical word problems. These researchers found that, after
readingnomore than a fewwords of an algebrawordproblem,mathemati-
cally sophisticated subjects could correctly identify the problem’s category
(e.g., a work problem, a distance problem), and thereby access schematic
information relevant to the problem’s solution.

The speed-up effects in Hinsley et al. (1977) occurred because the cover
stories of mathematical word problems are highly positively correlated
with the correct mathematical solutions (Mayer, 1981). People who have
extensive experience in solving such problems learn these predictive regu-
larities. Hence, when they abstract a schema for word problems that share
a common structure and lead to a similar solution, they include in their
schematic representations the typical story line and the entities that tend to
appear in the problem cover stories (e.g., moving objects, time and speed
of travel). For the same reason, people tend to retain in their schematic
representations various aspects of phrasing, such as keywords or word
order, which provide highly reliable syntactic (surface) cues to the correct
problem solutions. For example, students learn that the word “altogether”
indicates that they should use addition, whereas the word “less” indi-
cates that they should use subtraction (Nesher & Teubal, 1975), or that
the word “times” indicates multiplication rather than division (English,
1997).

Because the phrasing of word problems is highly positively correlated
with particular mathematical operations, reliance on syntactic cues leads
to a high proportion of correct solutions. In fact, only problems that are
purposely designed to undo or reverse the typical correlation (e.g., the key-
word “less” appears in a problem that requires addition) reveal students’
extensive reliance on similarity in the syntactic aspects of problems. It is
important, and consistentwith the findings ofNovick (1988), that even stu-
dents who have good understanding of the mathematical word problems
use the syntactic surface cues as a convenient short-cut strategy to identify
potentially relevant problem solutions. The difference between students
with good and poor mathematical understanding is that the former, but
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not the later, can (and typically do) check the appropriateness of the re-
trieved solutions (Paige & Simon, 1966).

To summarize, people often retain aspects of surface in their problem
representations because they do not know which aspects of the learned
problem are and are not solution relevant. Instructional interventions that
promote understanding of the learned solution lead to structural abstrac-
tion,whichdecreases theamountof surface in the representationof thebase
and thereby increases the likelihood of positive transfer. The effectiveness
of such interventions is modulated by differences in people’s background
knowledge and learning ability. Good learners are more likely than poor
learners to understand the derivation of a single worked-out solution, and
are more likely to look for and successfully induce structural abstractions
from multiple problem analogs. Yet even people who have good under-
standing of the base solution tend to retain aspects of surface in their prob-
lem representations. This is because aspects of surface are often good pre-
dictors for the most relevant contexts of application.

effects of surface on structural abstraction

The work I described in the previous section, which relates individual dif-
ferences in problem understanding to transfer performance, underscores
the fact that problem similarity is a highly subjective psychological vari-
able. One reason for the subjective nature of similarity is that it is ac-
tively constructed in a process that involves comparison between the in-
ternal representations of the problems (Markman &Gentner, 1993; Medin,
Goldstone, & Gentner, 1993). It is important that the internal problem rep-
resentations that enter into the comparison process are also actively con-
structed. In this section, I address the constructive process bywhich people
understand problems. In particular, I describe work showing that people
use a problem’s surface to infer, or interpret, the problem’s structure. This
interpretive processmay leadpeople to construct different interpreted struc-
tures for structurally isomorphic problems that differ in layout, phrasing,
or cover story. The inferred structural differences, in turn, are likely to affect
problem-solving transfer.

Several studies have shown that variants of structurally isomorphic
problems differ in their difficulty and are solved in qualitatively differ-
ent ways (e.g., Bassok et al., 1995; Cheng & Holyoak, 1985; Duncker, 1945;
Hayes & Simon, 1974; Kintsch & Greeno, 1985; Kotovsky, Hayes, & Simon,
1985; Maier & Burke, 1967; Tversky & Kahnemann, 1981). To illustrate,
Kotovsky et al. (1985) presented college students with two isomorphs of
the Tower of Hanoi problem. In both problems, the subjects had to place
disks of different sizes on top of each other according to a prespecified set
of rules, but in one of the problems the disks supposedly represented acro-
bats. The subjects had little difficulty placing a large disk on top of a small
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one, but they refrained from this samemovewhen the discs represented ac-
robats. The authors explained the greater difficulty of the jumping-acrobats
problem by the structural constraint, inferred from subjects’ world knowl-
edge, that a large acrobat cannot jump on the shoulders of a small one
without hurting him.

In other words, the results of Kotovsky et al. (1985) show that the enti-
ties in structurally isomorphic problems led people to construct different
interpreted structures for these problems. The jumping-acrobats problem
described entities that implied an inherently asymmetric semantic relation
(i.e., small acrobats can jump on the shoulders of big acrobats, but not vice
versa). By contrast, the literal disk problem described entities whose rela-
tional roles were not constrained by people’s prior knowledge (i.e., a small
disk can be placed on a large disk, or vice versa). People incorporated the
inferred relational symmetry and asymmetry into their representations of
the problem structures.

Object-based relational inferences, similar to those in Kotovsky et al.
(1985), also mediate people’s interpretation and solution of mathematical
word problems. Bassok andher colleagues have shown thatmiddle school,
high school, and college students use the semantic symmetry implied by
pairs of object sets that appear in the texts of mathematical word problems
to infer the mathematical symmetry of the problems. When the paired
object sets (e.g., tulips and vases) imply an asymmetric semantic relation
(tulips are contained in vases, but not vice versa), people infer that the
problem has an asymmetric mathematical structure (e.g., division, where
a/b 	= b/a ). Butwhen the paired object sets (e.g., tulips anddaisies) imply a
symmetric semantic relation (e.g., both tulips and daisies are flowers), peo-
ple infer that the problem has a symmetric mathematical structure (e.g.,
addition, where a + b = b + a ). Such semantic interpretations, or seman-
tic alignments, affect the way college students and textbook writers con-
struct arithmetic word problems (Bassok, Chase, & Martin, 1998). They
also determine the relative difficulty of mathematically isomorphic divi-
sion problems (Bassok &Martin, 1997) and, as I elaborate later, affect how
students solve mathematically isomorphic probability problems (Bassok
et al., 1995).

The interpretive effects described above have important implications
for problem-solving transfer. To this point, I have describedwork showing
that people retain the content, context, and phrasing of problems in their
problemrepresentations, and that the retained surface aspects of baseprob-
lemsmay create mismatches with the surface aspects of analogous targets.
However, to the extent that people use aspects of surface to understand
the problem’s structure, similarities and differences in problem surface can
also affect transfer in adifferentway. Inparticular, differences in the surface
of analogous base and target problems might lead people to infer differ-
ent interpreted structures for these problems. When this happens, transfer
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could fail because of the inferred structural mismatches between the base
and the target problems rather than, or in addition to, direct mismatches
in aspects of surface. Below I describe two studies in which the objects
that served as arguments of mathematical word problems led to semantic
alignments that, in turn, affected problem-solving transfer.

Inferred Symmetry and Asymmetry

Ling Ling Wu, Karen Olseth, and I constructed mathematically isomor-
phic probability word problems that we expected to induce, via seman-
tic alignments, either symmetric or asymmetric interpreted mathematical
structures (Bassok et al., 1995).3 All the word problems in our studies had
the same mathematical structure (random permutations) and required the
same mathematical solution. They described a person who randomly as-
signed three elements from one set (n) to three elements from a different
set (m) and asked for the probabilities of such random assignments. The
objects in the assigned set and in the set of assignees (denoted by n andm,
respectively)were either symmetric or asymmetric.We expected that these
two types of object setswould lead subjects to infer that the problems have,
respectively, either symmetric or asymmetric mathematical structures.

Table 11.1 presents two representative problems from Experiment 1 in
Bassok et al. (1995). In the first problem (asymmetric sets), computers are
randomly assigned to secretaries; in the second problem (symmetric sets),
doctors from one hospital are randomly assigned to doctors from another
hospital. Note that, irrespective of whether a manager assigns computers
to secretaries or secretaries to computers (asymmetric sets), the outcome is
that secretaries get computers rather than vice versa (i.e., an asymmetric
semantic relation). By contrast, when a chairperson assigns doctors from
one hospital to doctors from another hospital (symmetric sets) the doc-
tors end up working with each other (i.e., a symmetric semantic relation).
That is, the semantic outcome of the assignment process depends on the
semantic symmetry of the two sets and is not affected by the direction of
assignment specified in the problem’s text.

To validate the effectiveness of our semantic manipulation, we first
examined whether the symmetry of the paired sets affects how people
represent the mathematical structures of these novel and rather complex
word problems. We asked undergraduate students from the University
of Chicago and Northwestern University to solve either the symmetric
or the asymmetric permutation word problems as best they could. To

3 In Bassok et al. (1995), we modified the problems and the procedure used by Ross (1989),
such that we could examine the relative contribution of semantic alignments and direct ob-
ject mapping. I do not discuss this issue here, and only describe evidence that demonstrates
the impact of semantic alignments on analogical transfer.
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table 11.1. Examples of semantically asymmetric and symmetric permutation
problems in Bassok, Wu, and Olseth (1995)

Asymmetric (Computers and Secretaries): In a big publishing company, some
secretaries will get to work on new personal computers. The company received
a shipment of 21 computers, with serial numbers in a running order from 10075
through 10095. There are 25 secretaries in this company who would like to work
on a new computer. The names of the secretaries are listed in order of their work
experience, from the most experienced secretary to the least experienced one.
The manager of the company randomly assigns computers to secretaries according to
thework experience of the secretaries.What is the probability that the threemost
experienced secretaries will get to work on the first three computers (10075,
10076, and 10077), respectively?

Symmetric (Doctors and Doctors): In a medical meeting, doctors from a Minnesota
Hospital will get to work in pairs with doctors from a Chicago Hospital. There
is a list of 20 doctors from Chicago, arranged in alphabetical order. There are
16 doctors from Minnesota who would like to work with the doctors from
Chicago. The names of the Minnesota doctors are listed in the order of their
Social Security numbers, from highest to lowest. The chairman of the meeting
randomly assigns doctors from Minnesota to doctors from Chicago according to the
alphabetical order of the Chicago doctors. What is the probability that the first
three doctors on the Minnesota Hospital’s Social Security number list will get
to work with the first three doctors on the Chicago Hospital’s alphabetical list,
respectively?

minimize the effects of familiarity with such problems, we analyzed only
the incorrect solutions. We transformed each (incorrect) numerical solu-
tion into an algebraic equation, and examined whether the paired object
sets (m and n) played symmetric or asymmetric structural roles in these
equations.

We found that, indeed, the erroneous solutions to these unfamiliar
word problems reflected semantic alignments. In the asymmetric condi-
tion (secretaries-computers), most subjects (87%) placed the numbers rep-
resenting the paired object sets in mathematically asymmetric roles (e.g.,
m3/n!, 1/n3). By contrast, in the symmetric condition (doctors-doctors),
most subjects (78%) placed the numbers representing the paired object
sets in mathematically symmetric roles (e.g., 3/(m + n)!, (m + n)/(mn)3).
That is, subjects inferred that the asymmetric and symmetric semantic rela-
tions (e.g., “get,” “workwith”) correspond, respectively, to asymmetric and
symmetricmathematical relations. They inferred such subjectively distinct
mathematical structures for mathematically isomorphic word problems.

After their initial attempt at solving these novel permutation problems,
the subjects received a short chapter that introduced them to the relevant
probability concepts andprovided themwith the equation for solving such
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problems. For three random drawings, which was the case in all the word
problems we used, the equation is 1/n[n − 1][n − 2]. Note that the only
variable in this equation is the number of elements in the assigned set (n).
In this sense, the mathematical equation is asymmetric (i.e., only one of
the two sets mentioned in the problem’s text is relevant to the problem’s
solution). The training session ended with a worked-out solution to the
permutation word problem (the base) the subjects had initially failed to
solve on their own. Following the training session, subjects received a
novel permutation problem (the target) together with the learned equation
(1/n[n − 1][n − 2]) andwere asked to instantiate the equation for the target
problem.That is, theyhad to choosewhichof the twoobject sets in the target
problem was the randomly assigned set (n).

The pattern of transfer results revealed large and significant effects of se-
mantic alignments. For example, after learning a solution to an asymmetric
base problem in which computers were assigned to secretaries, most sub-
jects (89%) solved correctly an asymmetric target problem in which prizes
were assigned to students. However, only 60% of the subjects solved cor-
rectly a symmetric target problem in which children from one school were
assigned to children from another school. That is, the correctness of the
solution to the target problem depended on the similarity between the
interpreted mathematical structures subjects inferred, via semantic align-
ments, for the formally isomorphic base and target problems.

It is interesting that somesubjectswere soconfident that the semantically
asymmetric base problem differed in its mathematical structure from the
semantically symmetric target problem that they crossed out the correct
asymmetric equation we presented with the target problem and, instead,
constructed an incorrect symmetric equation. In other words, they crossed
out the one-set equation (n) and, instead, constructed an equation inwhich
both sets,m and n, played symmetricmathematical roles. For example, one
participant combined the two sets of children (m + n), and sampled pairs
of children from the combined set. The following is an excerpt from this
participant’s verbal protocol:

What’s that have to do with 16 kids from 20 kids? . . . So you have to
take all the kids from one and all the kids from the other. . . . Sum of
elements is 36, . . . so 36, 34, 32. . . . Every time you do this you take
out 2.

Just as the subjects who constructed incorrect symmetric equations for the
semantically symmetric base problems before the training session, subjects
who were trained on semantically asymmetric base problems constructed
incorrect symmetric equations for the semantically symmetric target
problems.

In addition to the inferred structural discrepancy between the se-
mantically symmetric and asymmetric permutation problems, semantic
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knowledge affected subjects’ decisions about which of the two asymmet-
ric sets should be the assigned set andwhich should be the set of assignees.
For example, in one experimental condition subjects received a worked-
out solution to a permutation problem in which caddies were randomly
assigned to golfers. Following this training, 94% of the subjects solved
correctly a mathematically isomorphic problem in which prizes were ran-
domly assigned to students, but only 17% solved correctly a mathemati-
cally isomorphic problem in which students were randomly assigned to
prizes. That is, subjects were operating under the assumption that the di-
rection of assignment in the base and target problems is compatible with
the outcome of assignment. Because golfers get caddies and not vice versa
(base), and because students get prizes and not vice versa (target), they
understood that the direction of assignment in the target must be from
prizes to students.

The same assumption guided subjects’ solutionswhen one of the paired
sets appeared in both the base and the target problems. For example, af-
ter receiving a worked-out solution to a problem in which caddies were
randomly assigned to golfers, some subjects received a target problem
in which caddies were randomly assigned to carts and others received
a target problem in which carts were randomly assigned to caddies. As
mentioned earlier in the chapter, previous studies on analogical mapping
have shown that people prefer to place similar objects in similar structural
roles (Gentner & Toupin, 1986; Ross, 1989). Because in the base problem
caddies were the assigned set, reliance on object similarity would dictate
better performance on the “caddies assigned to carts” than on the “carts
assigned to caddies” target problem. However, because subjects engaged
in semantic alignments, they understood that the direction of assignment
is compatiblewith the outcome of assignment. In the base problem, golfers
got caddies, and in the target problem, caddies got carts. Hence, subjects
understood that carts were assigned to caddies. That is, contrary to what
would be predicted by direct object similarity, 94% of the subjects solved
correctly the “carts assigned to caddies” problem, but only 24% solved
correctly the “caddies assigned to carts” problem.

To summarize, we found that semantically symmetric and asymmetric
object sets lead people to construct symmetric and asymmetric interpreted
structures for mathematically isomorphic probability problems. Similari-
ties and differences between such interpreted structures affected analogi-
cal transfer. The effects of semantic alignments were powerful enough to
override the impact of direct object similarities on analogical mapping.

Inferred Continuity and Discreteness

Karen Olseth and I examined the effects of semantic alignments on trans-
fer between analogous algebra, economics, and physics word problems
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(Bassok &Olseth, 1995).4 All the problems in our study described constant
change and could be solved in the same way. However, the constantly
changing entities (e.g., the rate at which ice is melting off a glacier vs. the
rate at which ice is delivered to a restaurant) were selected to induce in-
ferences about manner of change (continuous vs. discrete, respectively).
We conjectured that people would treat the inferred manner of change as
a structural constraint that should be reflected in the corresponding math-
ematical solution (e.g., a linear function vs. an arithmetic progression, re-
spectively). We therefore hypothesized that matches and mismatches in
the inferred manner of change would affect transfer performance. For ex-
ample, we predicted that transfer from a continuous base (e.g., speed of a
car in miles/hr) will be higher to a continuous target (e.g., melting ice in
lb/month) than to a discrete target (e.g., ice deliveries in lb/month).

We first established that college students spontaneously infer the man-
ner inwhichvarious entities changewith time.Weestablished the existence
of such inferences using a categorization task (Bassok & Olseth, 1995) and
by analyzing the gestures that accompanied verbal descriptions of con-
stant change problems (Alibali, Bassok, Olseth, Syc, & Goldin-Meadow,
1999). For example, we found that subjects made discrete gestures when
describing constant change in salary ($/year), but made continuous ges-
tures when describing constant change in the value of a coin ($/year).
We then proceeded to examine whether and how matches and mis-
matches in the impliedmanner of change affect spontaneous and informed
transfer.

We used an experimental design that varied orthogonally themanner of
change in the base and the target problems. College students first learned
to solve either discrete or continuous base problems in the context of one
domain and then solved either a discrete or a continuous target problem as
a pretest to learning another domain. To control for possible effects of other
types of matches and mismatches between the base and the target prob-
lems, we compared transfer from continuous and discrete base problems
with pairs of continuous and discrete target problems that were equated in
units andphrasing. Table 11.2presents one continuous (speed) andonedis-
crete (investment) base problem, eachwith itsmatching pair of continuous
and discrete targets. Note that the same problems served different roles in
different experiments. For example, in one experiment (Experiment 4), stu-
dents who studied physics (speed base) received the investment problem

4 The experiments onmanner of change follow up on previouswork inwhich KeithHolyoak
and I compared transfer of the same solution procedure learned in the context of either
algebraorphysics (Bassok,1990; Bassok&Holyoak,1989). In that earlierwork,wepredicted
that because algebra training is more conducive to structural abstraction than is physics
training, people will be more likely to transfer the learned solution from algebra to physics
than vice versa. Our findings supported this prediction.
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table 11.2. Continuous (speed) and discrete (investment) base problems, each with
its matching pair of continuous and discrete targets in Bassok and Olseth (1995)

Continuous Base (Speed): The speed of an airplane increases at a constant rate during
a period of 12minutes from 10miles/min to 34miles/min. What distance, in
miles, will the plane travel during the 12-minute period?

Continuous Target (Population): The rate of population growth in a certain
country increased steadily during the last 12 years from 3,000 people/year
to 15,000 people/year. How many people in total were added to the
population during the 12-year period?

Discrete Target (Attendance): An annual arts & crafts fair is held on November
1st every year. The attendance rate at the annual fair increased steadily
during the last 12 years from 3,000 people/year to 15,000 people/year. How
many people total attended the fair during the 12-year period?

Discrete Base (Investment): During the last 16months the monthly deposits into
a certain savings account constantly increased from $200/month to $440/month.
How much money in total was deposited into the account during the 16-month
period?

Continuous Target (Melting Ice): The rate at which ice melts off a glacier steadily
increases over an 8-week period from 50 lb/week to 106 lb/week. What is
the total weight of the ice that will melt off the glacier over the 8-week
period?

Discrete Target (Ice Delivery): Ice is delivered to a restaurant once a week over
an 8-week period. The weight of the deliveries steadily increases from 50 lb
the first week to 106 lb the 8th week. What is the total weight of the ice that
will be delivered over the 8-week period?

as a target, whereas students who studied economics (investment base)
received the speed problem as a target.

As predicted, when the base problem was understood to describe con-
tinuous change (speed), transfer to continuous targets (matching manner)
was frequent, but transfer to discrete targets (mismatching manner) was
rare. For example, significantly more subjects used the distance equation
learned for physics problems dealing with changing speed (continuous)
to find the number of people in the continuous-population than in the
discrete-attendance target (71% vs. 27%, respectively). Because the contin-
uous anddiscrete target problemswerematched in all other aspects of con-
tent andphrasing (e.g., both referred to people/year), these results indicate
that matches and mismatches in the inferred manner of change were re-
sponsible for thisoverwhelmingdifference in the frequencyof spontaneous
transfer. To our surprise, mismatches in manner of change did not impair
spontaneous transfer from base problems that described discrete change.
Following an economics training session inwhich subjects learned to solve
investment problems (discrete), spontaneous transfer was similarly high
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table 11.3. Examples of verbal protocols that accompanied informed transfer in the
discrete-to-continuous and continuous-to-discrete conditions in Bassok and Olseth
(1995)

Discrete (investments) to continuous (speed)
The sum would equal to what you start with plus what you end with divided by
2. So, start with 10+ 34 is 44, divided by 2 equals 22, times 12 is 264 . . . miles.

Continuous (speed) to discrete (investments)
Alignment 1, mapping:

I guess I’m supposed to apply those equations to this somehow, or they’re
analogs. Uhh, all right then: Initial payment would correspond to initial speed
and final payment to final speed, and so, average paymentwould be their sum
divided by . . .

Alignment 2, repeat 12 times:
But wait, I was thinking whether I should use each month as an initial payment,

in other words, apply this 12 times. But I don’t want to do that. It’s too much
work.

Back to Alignment 1, solution:
I’m going to see if I can come out with the right answer by just treating it with

the first and last month’s payments. So, I add 232 and 100 and get 332, then
divide by 2 gives 166 . . .

Hesitation between Alignment 1 and 2:
I guess . . . umm, that’s my average payment. How much money total over a

year . . . uhh, 12 average payments? 166 times 12 is 1,992.

to the discrete ice-delivery target (100%) and to the continuousmelting-ice
target (88%).

The asymmetric impact of mismatches in manner of change on the
frequency of spontaneous transfer (i.e., high transfer in the discrete-to-
continuous direction and low transfer in the continuous-to-discrete di-
rection) was accompanied by an asymmetry in the relative difficulty of
mapping (i.e., informed transfer). An analysis of the informed-transfer
solutions revealed that subjects had no difficulty aligning the representa-
tions of discrete base and continuous target problems, but found it quite
difficult to align continuous base and discrete target problems. Table 11.3
presents a representative excerpt of a verbal protocol from each of the
two mismatching-transfer conditions. The top panel of Table 11.3 shows a
straightforward instantiation of the sum-of-investments equation (discrete
base) with values of the speed problem (continuous target). The bottom
panel shows repeated attempts to apply the distance equation (continuous
base) to the investment problem (discrete target), which involve shifts in
alignment and explicit variable mappings.

Asmentioned earlier in this chapter, the asymmetry in transfer between
problems with mismatching manner of change reflects a difference in the
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possibility of reinterpreting the target such that it fits the representation
of the base. Transfer in the discrete-to-continuous condition was possible
because continuous change in the target problems could be transformed
(parsed) into an arithmetic series of discrete values and therefore fit the
discrete structure of the base. For example, when the rate at which ice is
melting off a glacier constantly increases over a period of eight weeks from
50 lb/week to 106 lb/week, themelting rate increases everyweek by a con-
stant (8 lb/week). Moreover, the consecutive discrete values (58 lb/week,
64 lb/week, . . .) actually exist. This type of transfer was impossible in the
continuous-to-discrete condition because, in order to transform discrete
targets to fit a continuous base structure, people would have to hypothe-
sizevalues that areunlikely to exist (e.g., hypothesize continuousdeliveries
of ice to a restaurant).

To summarize, we found evidence for semantic alignments in word
problems that described constant change. Subjects used theirworld knowl-
edge to infer whether the entities described in the cover stories changed
discretely or continuously, and treated the inferred manner of change as a
structural constraint that should be reflected in the mathematical solution
of the problem. Such semantic alignments affected both spontaneous and
informed transfer. Mismatches in the interpreted mathematical structures
blocked transfer in the continuous to discrete direction but did not block
transfer in the discrete to continuous direction.

summary and concluding remarks

I began this chapter with the general notion that problem-solving transfer
dependson thedegreeof similaritybetweena learnedandanovelproblem.
Then I pointed out the need to distinguish between aspects of similarity
that are and are not relevant to problem solutions. I described research on
analogical transfer that makes a principled distinction between similarity
in problems’ surface and structure. These two types of problem similarity
have different effects on retrieval and application of analogous problems.
People rely heavily on salient surface similarities in content, context, and
phrasing to retrieve potentially relevant prior problems. As a result, they
may fail to retrieveusefulproblemanalogs fromotherknowledgedomains,
or even problems from the same domain but learned in a different context.
Moreover, people might erroneously retrieve similar but nonanalogous
problems. Fortunately, when they attempt to apply the retrieved solutions,
people aremainly guided by the solution-relevant similarities in structure.
At least those people who understand the problem well can notice their
mistakes and recover from their retrieval errors.

Although transfer performance can be explained in terms of problem
similarity, the same pair of analogous problems can be perceived as similar
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by people who understand the problem structures and as different by peo-
ple who do not. Given that structural similarity can assist in access of rele-
vant analogs andenables recovery fromnegative transfer, themost efficient
way to secure analogical transfer in problem solving is helping people un-
derstand the solution-relevant structural aspects of the learned problems.
For example, one might present people with several analogous problems
that differ in surface and ask them to figure our why these problems are
similar. In designing such interventions, it is important to realize that peo-
ple use surface to understand the problem’s structure. In particular, they
draw structural inferences based on their semantic knowledge about the
entities that appear in the problem. For example, people can readily un-
derstand the inherentmathematical asymmetry of the division operation if
the entities in the example problem (e.g., tulips and vases) evoke an asym-
metric semantic relation, but might fail to understand it when the entities
evoke a symmetric semantic relation (e.g., tulips and daisies).

In describing the findings from research on analogical problem solving,
I used examples of mathematical word problems and some unique rid-
dle problems, such as problems describing a general attacking a fortress or
missionaries andcannibals crossinga river. Strictly speaking,mathematical
word problems differ from riddles in at least three (not independent) re-
spects. First, word problems exemplify mathematical solutions and there-
fore are likely to be encoded as members of a general problem category. By
contrast, riddle problems are likely to be perceived and encoded as unique
cases. Second, the texts ofmathematical word problems have standardized
phrases that can serve as highly reliable cues to problem structures. Such
standardized cues do not exist in unique riddles. Third, analogical transfer
betweenmathematicalwordproblems canbemediated either by structural
similarity of the problem situations or by the mathematical structure that
is common to these problems. By contrast, unique riddles can share only
structural similarity of their problem situations.

One would expect that the above differences between unique riddles
and mathematical word problems should lead to significant differences
in transfer performance. Although such predictions are worth testing, the
overall pattern of research findings pertaining to both types of problems
appears to be virtually the same. In both cases, access is most sensitive
to surface similarities, whereas application is most sensitive to structural
similarities; better structural understanding fosters spontaneous and in-
formed transfer; and the entities in the problems people encounter affect
which structures people abstract. These similarities attest to the robust-
ness of the extant research findings and the relevance of basic research
on analogical transfer to instructional contexts. The current challenge fac-
ing researchers and educators is to design instructional interventions that
implement these findings.
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Problem Solving – Large/Small, Hard/Easy,
Conscious/Nonconscious, Problem-Space/
Problem-Solver

The Issue of Dichotomization

Kenneth Kotovsky

The chapters in this volume, together and separately, make a con-
vincing case that problem solving is an extraordinarily broad, perhaps
all-encompassing, and somewhat daunting domain. In dealing with the
challenges presented by the breadth of the domain, they virtually all fol-
low a broadly similar strategy that is hinted at in the title of this chapter.
Each chapter implements this strategydifferently, butwhen taken together,
the chapters provide an illuminating approach to this difficult subject.

The breadth of issues that affect problem solving is revealed by the
range of chapter topics, which includes motivation, creativity, emotion,
transfer of knowledge, language parsing, intellectual ability, expertise, and
many more topics or issues involved in the study of problem solving.
The range is daunting, but the collection of chapters nonetheless forms
a book that coheres and brings together a vast collection of findings and
theories that illuminate this central aspect of our thinking. The breadth
arises from the fact that problem solving is essentially synonymous with
thinking, and thinking is in one manner or another affected by virtually
all of the equipment a person brings to bear on a problem, as well as the
full range of environmental influences that define the problem, its problem
space, and its solution. Despite this incredible breadth and the resultant
different foci of the chapters, the authors present a number of common
themes or perspectives that help bring coherence to the volume.

A feeling for the breadth of the domain, as well as the common focus
on major issues within it, can perhaps best be appreciated via a considera-
tion of what those issues are together with the chapters that devote serious
attention to them. A sampling of the major foci, along with the chapters
that particularly address them, is included in Table 12.1. The table demon-
strates the wide range of topics that are intrinsic to problem solving, but
also how quite diverse chapters nonetheless have similar focal issues. This
combination of an incredibly broaddomainwith a focus on common issues
from a variety of perspectives defines a central tension in problem solving
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table 12.1. Examples of shared foci on problem-solving issues

Problem-solving issue Chapters with a significant focus on the issue

Mental representation Pretz, Naples, & Sternberg; Hambrick & Engle
(Chapters 1 and 6)

Role of knowledge Pretz, Naples, & Sternberg; Wenke & Frensch;
Lubart & Mouchiroud; Hambrick & Engle;
Whitten & Graesser; Schwarz & Skurnik
(Chapters 1, 3, 4, 6, 7, and 9)

Focus on insights Pretz, Naples, & Sternberg; Davidson
(Chapters 1 and 5)

Cognitive processes Pretz, Naples, & Sternberg; Wenke & Frensch;
Schwarz & Skurnik (Chapters 1, 3, and 9)

Explicit/implicit Wenke & Frensch; Stanovich (Chapters 3 and 10)
distinction and
dual task method

Role of hints Davidson; Bassok (Chapters 5 and 11)
Focus on creativity Lubart & Mouchiroud; Whitten & Graesser

(Chapters 4 and 7)
Role of intelligence Wenke & Frensch; Schwarz & Skurnik

(Chapters 3 and 9)
Influence of motivation Lubart & Mouchiroud; Whitten & Graesser;

and/or emotion Zimmerman & Campillo (Chapters 4, 7, and 8)
Role of learning and Ericsson; Wenke & Frensch; Hambrick & Engle;

development of expertise Zimmerman & Campillo (Chapters 2, 3, 6, and 8)
Problem size and scope or Pretz, Naples, & Sternberg; Davidson; Hambrick &

type (well/ill defined) Engle; Stanovich (Chapters 1, 5, 6, and 10)
Multistage models of Pretz, Naples, & Sternberg; Lubart & Mouchiroud;

problem solving Davidson; Zimmerman & Campillo (Chapters 1,
4, 5, and 8)

research. To the extent that problem-solving is synonymouswith thinking,
its study excludes very little psychology; to understand problem-solving
in its full richness entails understanding how we think and behave in the
environments we inhabit and move through. This is the essence and def-
inition of psychology. There is thus not much that is excluded if problem
solving is defined broadly. The domain includes not only the traditional –
the problem of proving a theorem, of solving an equation, of calculating
an orbit, of designing a sports car, or even of negotiating the end to a war –
but also the less obvious – the problem of forming a relationship, of attain-
ing expertise, of parsing a sentence, of delineating figure from ground in a
visual image, and so on. One way in which this breadth is handled in this
volume is as noted above, via a shared focus on central issues.Anotherway
in which the challenging breadth of problem solving is dealt with within
the chapters is described next.
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table 12.2. Typologies (dichotomizations) of the space of problem solving

Chapter Typologies (dichotomies) introduced

Pretz, Naples, & Sternberg; Well-defined vs. ill-defined problems, three-part
Wenke & Frensch; division of the problem-solving process
Schwartz & Skurnik (recognition, definition, and representation)

Wenke & Frensch Complex vs. noncomplex problems, explicit vs.
implicit processes

Lubart & Mouchiroud Creative vs. noncreative problem solving, four-
stage model of creativity

Davidson Insightful vs. noninsightful problem solving,
problem finding vs. problem solving, insight vs.
search, four-stage model of problem solving
(preparation, incubation, illumination, and
verification), three-part model of insight
generation (selective encoding, selective
combination, and selective comparison)

Stanovich Computational biases and heuristics vs. abstract
reasoning

Bassock Surface vs. structural similarity in transfer, hard vs.
easy problems, continuous vs. discrete problems

Zimmerman & Campillo Expert (self-motivated) vs. novice problem solvers
Whitten & Graesser Surface vs. deep linguistic structure in problem

descriptions
Schwarz & Skurnik Feeling vs. thinking, top-down vs. bottom-up

search, positive vs. negative moods
Hambrick & Engle Working memory vs. short-term memory, storage

limitations vs. processing limitations, American
approach (individual differences) vs. European
approach (universal findings)

Ericsson Expert vs. novice, deliberate vs. nondeliberate
practice, laboratory vs. real-world problem
solving

The tactic that the authors use in responding to this challenge is actually
two-fold.Eachchapter takesonaparticular aspect ordimensionofproblem
solving,while usually acknowledging the remaining breadth of influences.
More interesting, each chapter attempts to delineate its area of study and
render it understandable via the strategy of generating something of a
typology of that area, usually in the form of a simple dichotomy. Some of
these dichotomies are illustrated in Table 12.2.

The set of typologies in Table 12.2 is not exhaustive but nonetheless
shows the basic approach that the authors have taken in attempting to
grapple with the size and complexity of the domain. One question that
can be asked is whether this approach to generating dichotomies or other
typologies is the “right” one for understanding problem solving, or more
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particularly, whether these dichotomies are the right ones to use. The first
answer to this question is an unambiguous “yes” in that all of them have
led togoodexperiments andpromising theories that are amply represented
and described in this set of chapters, and to hypotheses that will no doubt
lead to further experimentation and understanding. In addition, many of
the authors, even as they take on different topics, have converged on the
same set of dichotomies. For example, the issue of well-defined versus
ill-defined problems is a dichotomy that is used in the chapters by Pretz
et al. as a central organizing principle in describing problem types, by
Wenke and Frensch in defining their focus on complex problems where
they find little correlationwith general intellectual ability, by Schwartz and
Skurnik inexamining the relative rolesofknowledgeandmoodonproblem
solving (where they find larger effects of affect in ill-defined problems),
and in a number of other chapters as well. This convergence suggests the
viability and usefulness of that problem typology for the study of problem
solving.

On another level, however, the answer to the question about “correct”
typologies might be somewhat less certain. There might be too much di-
chotomization and, at the same time, too little. (One is tempted to say
“there are two kinds of issues, one of them being too much dichotomiza-
tion and the other. . . .”) One issue is that categorization (and, in particular,
dichotomization) often distorts what are really continuous distributions
of some attribute. Are problems really either well defined or ill defined,
or do they vary along a continuum of definiteness? Consider by way of
illustration a well-defined problem, the extrapolation of a letter sequence
as in a Thurstone letter series task. A simple example: Extend the sequence
AAABBBCCCDDD . The “correct” answer is, of course, EEE, the rule
being running through the alphabet sequentially in groups of three. But
what if someone were to answer “AAAB,” with the rule being that the
sequence simply repeats itself over and over? The judgment that this is a
less satisfactory or wrong answer is exactly that – a “judgment” – and the
need to make a judgment of the correctness of an answer is, of course, the
hallmark of an ill-defined problem.While that example might seem forced
in that the correctness of the first answer is obvious, it might be less forced
if the sequence was from the end of the alphabet, WWWXXXYYYZZZ
where the choice of repeating the sequence – WWW – might seem some-
what more likely given the need to wrap the alphabet back to A in order
to use the more sequential answer – AAA (Thurstone & Thurstone, 1941;
Simon & Kotovsky, 1963; Kotovsky & Simon, 1973).

A similar argument can be made for ill-defined problems. A prototyp-
ical example is a design problem where the outcome is necessarily based
on human judgment. For example, if the problemwere to design a “good”
train station, the usual criterion would be the vote of a panel of archi-
tectural judges, making this a good example of an ill-defined problem.
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However, one can imagine more objective criteria (number of people per
minute that can board a train, unidirectionality of people flow, escalator
capability, width of platform for passenger safety) that could possibly be
used tomake the problem somewhatwell defined aswell. The point is that
even as obviously dichotomizable a dimension as well- versus ill-defined
problems is susceptible to being treated as more of a continuum than as
a dichotomy, with important differences arising as one moves along the
dimension from one end or extreme (moving a stack of disks in the Tower
of Hanoi problem at thewell-defined end of the continuum) through inter-
mediate problems (as in the examples above) to the other end (painting a
beautiful painting at the ill-defined end). A similar argument can be made
for many if not all of the dichotomizations listed in Table 12.2, a result that
would not surprise any of the authors; it is a fairly ubiquitous concomitant
of dichotomization. For variables that don’t involve partitioning a contin-
uum but are natural dichotomies, one hardly ever says, “There are two
kinds of . . .”; it rather goes without saying. This point does not obviate the
usefulness and necessity of the typologies generated, but rather serves as
a caution about the distortion that can inadvertently be introduced.

As mentioned above, there are two possible issues with dichotomiza-
tion, one being that there is too much, and the other that there is too little.
The second issue is that the set of dichotomies that is commonly used in the
study and categorization of problem solving, even thoughmaking a signif-
icant contribution to organizing information, generating experiments, and
directing theory, may itself be too delimited, and thus maymiss important
aspects of problem-solving behavior. That is, despite the excellence and
comprehensiveness of the set of issues addressed in these chapters, there
may remain some unexamined issues (and possible dichotomies) that are
at a “higher” level than could be expected from chapters dealing with
particular aspects of problem solving, and that are nonetheless important
for an understanding of it. One such issue might be the role of the envi-
ronment versus that of the problem solver in attempting to understand
problem solving, an issue briefly alluded to above. This issue arises from a
number of considerations, in particular the focus of many of the chapters
on learning.

The suggestion that emerges from a consideration of the central and
significant role that learning plays in so many aspects of problem solving
and expertise acquisition is that people may be thought of as powerful
generalized learning devices; with sufficient practice they can assimilate
informationaboutvirtually anyenvironment orproblemspace and learn to
operate effectively within it. This viewpoint suggests not that the problem
solver is necessarily the correct focus in our efforts to understand prob-
lem solving, but rather that much of the focus belongs on the environment
and its influence on the solver as he or she moves through the problem
space the environment defines. This viewpoint has been thoroughly and
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eloquently analyzed by Herbert A. Simon, who set much of the agenda
for the study of problem solving when he presented his parable of the
ant crawling through an environment that almost totally shapes his or her
behavior. In his words: “An ant, viewed as a behaving system, is quite
simple. The apparent complexity of its behavior over time is largely a
reflection of the complexity of the environment in which it finds itself”
(Simon,1969/1981, p.64). Simon thengoeson tomake the samepoint about
humans and their thoughts, viewing man as an adaptive system whose
behavior “will reflect characteristics largely of the outer environment (in
the light of his goals) and will reveal only a few limiting properties of
the inner environment . . .” (p. 65). This focus on the environment (or, in the
spirit of dichotomization, the splitting of focus between the external envi-
ronment and the inner machinery that operates in that environment) is an
important perspective on problem solving that bears onmany of the issues
examined in this volume.

Another very general dichotomy is somewhat analogous to the above;
it is the dichotomy between thought and behavior or action. This is an
issue that maps onto the larger historical development of the field, as it
moved from a focus on behavior to a focus on cognition. Put simply, the
issue is that problem solving can be viewed as something that happens in
the inner environment as a sequence of thoughts or mental events, or as
something that happens in the outer environment as a sequence of actions
or movements through that environment. Another of the many contribu-
tions of Herbert Simon was the search metaphor for problem solving that
externalized what was essentially a hidden sequence of mental operations
and, thus, made the mental operations more amenable to being studied.
This perspective, along with the related methodologies of verbal reports
and computer simulation, helped legitimize the study of mental processes
and accomplish the transition from behaviorism to the study of cognition.
The cognitive view of problem solving as an internal process of searching
through a representation of the problem (a representation of some aspect
of the external world) receives a great deal of attention in this volume.
The dual nature of problem solving – that it can be viewed as a sequence
of internal mental events or as an actual series of movements through, or
actions on, an external environment (or perhaps more profitably as an in-
teraction between these two levels or realities) – does not usually receive
much overt attention or analysis. This important part of the Simon legacy
has not been explored to the same extent as the separate levels have been.
The focus has been on problem solving as cognition and representation to
a much greater extent than on problem solving as action in the environ-
ment or on the interaction of the cognating organism with that external
environment.

A final example of a limitation in the efficacy of dichotomiza-
tion in understanding problem solving appropriately goes beyond the
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above-delineated dichotomous view of “toomuch/too little” to argue that
another kind of distortion might also arise. Given not only the size of the
domain of problem solving but also its complexity andmultileveled struc-
ture, a typology at one level or across one set of issues might entail a dis-
tortion at another level or with regard to another set of issues. An example
of this that we examine next concerns a common issue: implicit versus
explicit processes in the attainment of insights in problem solving. The
attainment of insights is often viewed as a sudden process, whereby a
breakthrough occurs resulting in a sudden change in representation. Cre-
ative insights are discussed in a number of chapters, receiving the greatest
attention in the informative and enlightening chapter by Davidson. The
viewpoint that is presented is that consciously directed search is occurring
within a representation that does not lead to the goal. During this search,
and probably as a result of reaching an impasse, the problem solver sud-
denly changes representation and achieves the goal. The suddenness of
the process is often referred to as an “Aha” experience, implying that the
solver solves the problem with great suddenness, that they suddenly see
the need to change representations and thus obtain a solution.

Two aspects of the above account are of primary interest here. The im-
plicit dichotomy is between sudden solution andgradual solution,with the
timing being important because it signals not only a sudden breakthrough
but very different solution processes (attentionally controlled explicit pro-
cesses vs. nonconscious or implicit processes). In a recent experiment,
Michelle Fahey and I videotaped 32 participants solving a set of what
are traditionally termed “insight problems” and found that the solutions
often did not fit the description of attentionally controlled explicit pro-
cesses. Many participants generated the solution, and then after some time
(often 1 to 2 minutes, and as much as 3 or 4) announced that they had
solved the problem. This time delay was labeled “recognition time” and
was treated separately from verification time (the time from when they
said they thought they had the solution until the final announcement of
“Yes, I’ve got it” or any other equivalent of “Aha”). The average recogni-
tion times for the three insight problems they were given were 26, 63, and
23 seconds, but, given that not all participants showed a recognition time,
the actual recognition times of those who did were even longer than the
above average timeswould indicate.While itmight be concluded that they
“knew” they had solved it but needed to verify it before announcing the
solution, that did not fit the great majority of the cases, and verification
time was, to the extent possible, excluded. One piece of evidence for this
is that the participants took much more time than needed for simple veri-
fication. Another piece of evidence is that the participants were instructed
to give estimates of closeness to a solution, termed “feelings of warmth”
or “FOW” (Metcalfe, 1986) every 30 seconds. Their FOW scores often did
not change at all, but remained low right through the solution, with the
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immediate postsolution FOW often being equal to the presolution FOW.
Only well after the solution did many of these participants increase their
FOW, and that often took considerable time.

The above evidence strongly suggests that people frequently generate
a solution without knowing that they have done so, and ascertain that it
is the solution only after considerable examination or further considera-
tion of it. The interesting aspect of this is not only that insights are some-
times not instantaneous, thus suggesting a needed revision of the standard
view of insight generation, but that the solution is generated outside the
control of consciously directed processes, and only then is consciously
assimilated.

A relatedfindingwasdescribedbySiegler (2000).He found that children
learning to do arithmetic problems of the form “a + b − b = ?” first solve
themby doing the addition and subtraction steps but then adopt a shortcut
strategy of canceling the +b and −b steps without being aware of doing
this. In other words, they actually solve the problems in a much more
efficient manner than how they describe doing them. (Their descriptions
continue for some time to include the plus b and minus b steps!) Again,
the adoption of a new strategy seemingly occurs outside awareness.

In a similar vein, in our lab we have followed peoples’ acquisi-
tion of problem-solving strategies as they learn to play strategic games
(Abbaloney and Fox and Hounds) against an AI computer opponent. In
this work, we collected verbal protocols and also monitored participants’
performance on various strategies as they acquired them, as well as the
quality of their play during the first 4 hours of their playing the games.
The major finding was that there is very little relation between the time
when a strategy first gets mentioned and the time when it comes to be ex-
hibited in their play. Problem solvers exhibit a sizable increase in strategy
use and in quality of play (e.g., often suddenly moving from losing 80% of
their games near the beginning of play to winning close to that percentage
later in their play) without their concurrent verbalizations indicating any
significant strategy change occurring at the point where their play dramat-
ically improves (Kotovsky & Garcia de Osuna, 1999). The acquisition of
strategies for problem-solving tasks without concomitant awareness has
also been reported by Berry and Broadbent (1984) and Reber andKotovsky
(1992, 1997), amongothers, and thephenomenon is discussed in the current
volume in the chapter by Wenke and Frensch as well as in the chapter by
Davidson.

The above findings strongly suggest that the dichotomous view of in-
sightful problem solving may not be accurate in asserting the centrality of
the suddenness of solution attainment and conscious recognition in defin-
ing a problemas an insight problem. This criticismof the temporal basis for
categorizingproblemsas insightornoninsightproblems isnot all that inter-
esting in its own right, although it does raise an issue about the usefulness
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of dichotomization in regard to that dimension of problem solving (sud-
denness of solution attainment together with awareness of approaching
a solution). However, the other issue that emerges from the above work
makes consideration of problem categorization on the basis of explicit or
conscious and implicit or nonconscious solution domains much more in-
teresting. The argument is a simple one. If the solution to insight problems
is often or even usually generated nonconsciously, whether coming into
consciousness as a sudden“Aha”or, aswehave argued, emerging and then
being recognized more gradually – with the conscious recognition often
taking some minutes – then it suggests that insight problems are indeed
solvednonconsciously. Thequestion thenbecomes,What about noninsight
problems?Clearly, there are problems that are solved consciously; one only
has to sit and listen to high school geometry students reciting, “Let’s see if
side-angle-side works” to themselves just before solving a geometry proof
to accept the plausibility of conscious problem solving.

However, as any problem-solver knows, whether it is an insight or not,
we often sit and wait for ideas about how to proceed on problems. Where
do those ideas come from?Howare they generated? In even themostmun-
dane problem-solving situations, we often sit (and sometimes stew) and
wait for – what? Even the phrase “we sit andwait” implies that candidates
for next moves or solutions are coming to us from somewhere, that we
are more the recipient than the generator of the solution. The language
itself gives away our possibly nonarticulated view that our mind is gener-
ating candidates that we (the conscious “we”) wait for and then evaluate.
This is in reality no different than the description that emerges from the
above-cited work about insight problems. The ideas, next moves, insights,
and solution candidates come into our mind, and we then become aware
of them and choose to accept them and act on them or else reject them
and wait for the next one to emerge. In short, the line between insight and
noninsight problems is not a very firm one at all, and once again, this time
with respect to different cognitive processes, the dichotomy, while a fairly
obvious and frequently adopted one, seems to be limited in its contribution
to our understanding of problem solving.

Given the above criticisms of what has become (and is used in this
chapter as well) a standard way of attacking problem solving, we might
ask in closing why dichotomization or similar styles of categorization of
the phenomena of problem solving is so common. Its attractiveness is
nearly overwhelming. I have only to cite work I have been involved with
on contrasting hard and easy problems (Kotovsky, Hayes & Simon, 1985;
Kotovsky & Simon, 1990; Simon & Kotovsky, 1963) to make the point per-
sonally obvious. The answer is in the phenomenal range of issues and
behaviors that fall under the rubric of problem solving. The topic, which
at first may appear innocuously manageable (as when the author of this
chapter agreed to write a summary-discussion chapter) is extremely broad
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(almost as broad as psychology itself, as I have argued) and richlymultidi-
mensional, as perusal of the excellent chapters that make up this volume
attests. The task of ordering the phenomena of problem solving and mak-
ing them amenable to analysis and understanding renders the adoption
of the strategy of generating often dichotomous contrasts (insight vs. non-
insight, hard vs. easy, well-defined vs. ill-defined, real-life vs. laboratory,
conscious vs. nonconscious, creative vs. noncreative, etc.) overwhelmingly
attractive and often quite useful. It is a strategy that is well implemented in
this volume and one that, despite some of the limitations that I have tried
to point out, is possibly the only strategy available to us at this stage of our
understanding.

Whilewe all recognizeNewton’s laws ofmotion as only approximations
to reality and delight in poking fun at Aristotelian ideas about motion as
hopelessly wrong, they both provide very useful and often (especially in
the case of Newton, but also for Aristotle in a friction-containing world)
some wonderfully accurate predictions and a rich understanding of the
phenomena. One would hate to have to invoke special relativity before
deciding when to begin braking a car as we approach a stop sign. We
would be equally at sea if wewere required to invoke a full understanding
of the domain of problem solving before solving a problem or trying to
understand the processes bywhich it is solved. Delineating the contrasting
categories to organize our findings about the cognition and behavior of
problem solvers, the problems they solve, and the external environment
within which they do so is the most likely avenue for scientific progress
on this vast topic. To end, in the study of problem solving, as in all science,
there is a right way and a wrong way to go about it and the correct way
may lie somewhere between.
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